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Possible Commercial UAV
Applications - Motivation

e Remote Sensing

[0 Meteorology

O Scientific Research

O Aerial Photography/ Mapping
O Pipeline Spotting

O Disaster Monitoring

O Agriculture

e Surveillance

O Border Patrol

O Homeland Security/ Law Enforcement
O Traffic Monitoring

O Search and Rescue

 Data Delivery

O Communications Relay
O Multimedia Broadcast

e Cargo Transport




Possible Military UAV
Missions - Motivation

* Intelligence

[0 Reconnaissance

0 Target Monitoring

O Forward Air Control

[0 Electronic Warfare

[0 Search and Rescue

[0 Battle Damage Assessment (BDA)

* Offensive Operation

O Suppression of Enemy Air Defenses (SEAD)
[ Close Air Support
0 Deep Strike

e Cargo Transport
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eI_CAT Current Unmanned Aerial Vehicles

Aerovironment Black

Widow — 2.12 oz. Sig I_(adet IIRC Boeing/ Insitu Scaneagle — 33 Ib ——=@ Gen. Atomics — Predator B — 7,000 Ib
Trainer-51b
—@ BAE Systems _
Microstar — 3.0 oz. NOAA —e Al Scout-3511b ~—® Boeing X-45A UCAV — 12,195 Ib (est)
Weather
Balloon
261b
Aerovironment
Allied Aero. Pointer — 9.6 Ib Northrop-Grumman
LADF - 3.8 Ib Global Hawk 25,600 Ib
Bell Eagle Eye — 2,250 Ib
0 1 10 100 1,000 10,000 100,000
UAV Weight (Ib)
Micro Mini Short Range Tactical High Alt / UCAV

I ——
**Mass Range**
Large range of UAV types as users of NAS
-propulsion, configuration, capabilities, etc
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Takeoff Method

Hand-launched: Aerovironment Pointer

Rocket-Assisted: Hunter UAV

Rail-Launched: Sperwar
Tilt-Rotor: Eagle Eye
Runway Takeoff: X-45 UCAV
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Adapted from Sheridan, Humans and Automation
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UAYV Operation Basic
Functional Architecture

P e e e e

surveillance
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ICAT Pointer UAV

 Used for Short-Range Surveillance
O Battlefield commanders
O Law Enforcement

* Vehicle Capabilities

[0 Manual Control

[0 Autopilot

O Sensor Integration and Display
[ Loss of Link Return to Base

 Bandwidth Requirements

[0 Transmission of Vehicle Commands
[0 Receipt of Sensor Intelligence, Vehicle State




experience,
training

experience,

: E tasking goals
goals training tasking ! \

Implement]

Aircraft Control

manua,

1 1
! commands contro amera E
' . sensor

' | Lost Link . !
| -/ auto- integration guidance |
i | Procedure il |
1 Pl ot A A 1
‘\ _____________________________________________________ N P (A /’

vehicle control [ ]
surfaces
—
— Camera

Sensors



General Atomics Predator
Medium Altitude, Endurance
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Haptic Stick Results:
Improved landing
accuracy
*Increased SA
Decreased workload

Clear Limited T
VISIBILITY

Predator Air Vehicle Operator (AVO) Station
from — M. Draper, Air Force Research Lab (2001)




Northrop-Grumman Global Hawk
HALE UAV




Conventional HAE UAYV
(Tier |l Plus) Concept

Tier Il Plus HAE UAY
60 -65KFT ALTITUDE
=300 K TS AIRSPEED
24 hrs Time on Station
& 3000 nm radlus

SATCOM
(Ku, UHF]
1.5-50 Mbps
LOS AND RELAY SEHSDF! DATA
1.5-50 Mbps

SENSOR DATA
1.5-274 MbpS

(/; RADAR PAYLOAD \\
— SAR STRIP-MAP AT 1m
— SARSPOTLIGHT AT 0.3m
— GMTI MODE (4K T MDY)
— 20 - 200KM RANGE
m ECMNWIR PAYLOAD
— NIRS =65 (E0)
~ NIRS =55 (IR)
mEBEOTHPAYLOADS CARRIED
— 40,000 SO NM OR 1900 SPOTS

TAZKING

ﬁ T g

TACTICAL
JSERS

per Mission SAR or EQHE /

:"_ﬂ—__ﬁ_

LAUMCH AND
RECOYERY
ELEMEMNT




Command &

: Battlefield :
: Intelligence :

MIT

Control

Navigation Plan
Communications Plan
Sensor Plan
Dissemination Plan
Dynamic Retasking

]

Ssion rFlanning station

Global Hawk Mission Control
Elements

U.S. Air Force photo

Air Vehicle Operator
Station

* Interface with ATC

* Uplink Mission Changes

* Monitor Vehicle Health
and Status

* Monitor Threat Warning
and Deception

View Imagery

Monitor Sensor Status
Calibrate Sensors
Process & Disseminate
Imagery

e Maintain Health and
Status of Comm.
Subsystems

e Construct and Monitor
Comm. Plan

Processing Station

Communication and
Control Station
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Raytheon Raytheon
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Boeing X-45 UCAV




sEssAumEEn Boeing X-45A4 Control Station
from — DARPA Website (2003)
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Multiple UAV Control Station for Simulated Scenario
Jfrom — J. Nalepka, Air Force Research Lab (2003)




X-45A Block 1 Flight Demo Summary
Completed 28 Feb 03

* Air Vehicle 1

— Total number of flights: 14
— Total Flight Time: 11.6 hours

— Envelope expansion, 4D Nav,
loss-of-comm and C2 demos

* Air Vehicle 2
— Total number of flights: 2
— Total AV2 Flight Time: 1.2 hours

* 48 of 48 ground and flight demonstrations complete

* Currently conducting check-out flights/ground tests
for Block 2 demonstrations

PUBLIC RELEASE
Approved tor Publlc Release #£3709 - Distibution Unimbed 18



@ X-47 Pegasus Flight Summary
Conducted 23 Feb 03

* X-47 First Flight :
_ Flight Time: 12 minutes L e “__j* e S

— Simulated a tailhook arrestment

point on a carrier flight deck by

landing near a predesignated
touchdown point

— Utilized shipboard-relative
global positioning satellite
(SRGPS) system as the primary
navigation source for increased
landing precision

PUBLIC RELEASE
Approved for Publlc Release #23709 - Distibution Unimbed 19
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UAV-Related Human Factors
Issues - (Partial List)

* Allocation/ Level of Autonomy
 Bandwidth/ Latency
e Situation Awareness

 Cognitive Complexity Limitations
O Single & Multiple UAVs

* Information Saturation/ Boredom
e Simulator Sickness

e Operator Orientation Confusion
e Culture Resistance

* Judgment

O Acceptable Risk
O Weapons Release Authorization




UAV Task Analysis

Situation (Battlespace)
Awareness
OO Perception

O Comprehension
[0 Projection

Diagnosis

O Environment
O Threat
O Targets

Strategic Planning/
Re-planning

O Goal Management
O Route planning

Tactical Decisions

O Weapons Authorization
O Avoidance of Hazards
O Systems Management

e Control

O Navigation
O Aircraft Configuration
O Sensor Operation

* Monitoring

O Vehicle Health
O External Environment
& Threats, Targets, Traffic
O Risk Assessment
O Communications Link
O Sensor Data

e Communication

O Current State
O Intent

O Intelligence
O Tasking
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caT  AFRL Levels of Autonomy

w

© © N o o A

10.

Remotely Guided
Real Time Health Diagnosis

Adapt to Failures & Flight
Conditions

Onboard Route Replan
Group Coordination
Group Tactical Replan
Group Tactical Goals
Distributed Control
Group Strategic Goals

Fully Autonomous Swarms

Remote Manual Control

Currently
Realized
Full
Continuum Supervisory
Control

Fully Autonomous,
World Aware
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icaT  Level of Autonomy Trend

Autonomous Control Levels
Fully Autonomous Swarms |—10

Group Strategic Goals— 9
Distributed Control— 8 @ AFRL Goal
Group Tactical Goals|— 7 ONR Goal @
Group Tactical Replanf— 6 AFRL Goal @
Group Coordination|— 5

Onboard Route Replan|— 4

Adapt to Failures &Flight Conditions|— 3

® Giobal Hawk

Real Time Health/Diagnosis|— 2

Source: DOD UAV
Roadmap, 2000

Pioneer

Remotely Guided |—

1955 1965 1975 1985 1995 2005 2015 2025




Block 1

Block 2

Block 3

Decision Aiding System

W [Ciperator interface Sofware]

Onboard Intelligent
Software Infrastructure

(10

Future

Graph (PGG)  Concepts

Plan Goal I:

Platforms

]nt&lllgent
Apphcatmn
Software

olsh

Task
Metwork

Mission | Gontrols & [ I ]
Planning Displays Th [ 1 I 1
4 v
[ Crata Server ] smzmzaors D LU 'T.-:";?:T
| & | & [ N o
L | b |
Planners ||| information
[P.E:sassur%%mmm lanags: ] E |

/.‘;ar-_
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s

Block 4 .
Supervizad Intelligent Operations Dpseyr:tténnl_;ml
Multi-Air .
Vehicle (AV) Eﬂﬂ”:ﬁgiﬁg Battle-Aware
Cooperation Behavpllﬂr wilh Inﬁe[ligent
Manned System

FApproved for Public Aslease. Destribution Unlimited. Gase #2123,

28



UAYV Design Space - Military

@add pictures@

Group

Coord
N @
‘s‘» §= Tactical

=
S 8 Replan
I
§§
§ S
O

§ S He.altl? Predator
S S Monitoring
RS AN
S

Waypoint J(

Designation X ¢
]
a Global Hawk X-45
Manual Pioneer
Pilotage i Shadow
Pointer
Tactical Battlefield Multiship
Scout Monitoring Coord

Mission Complexity



Diagnosis Procedure Role

Intelligence _
Goals Experience

Training

Command
\ Console

Target

. Procedure
ensor: Detection

Display ‘¢ — — —

Lethal Force Authorization

Importance of Situation Awareness
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Endsley Situation Awareness Model

+System Capability *Complexity
eInterface Design *Automation
Task/System Factors *Stress & Workload

Feedback

—

Situation Awareness

~

N )

Perception Of
Elements In

omprehension Of Projection Of
Current Situation | Future Status

\

IS

Performance
Current
State of the {1 L Decision of
Environment Situation Level 2 .
Level 1 Level 3 Actions
S
| /
-_
Individual Factors . .
Information Processing
Mechanisms
*Goals & Objectives
Long Term Memor ;
*Preconceptions [ ¢ Stores ’ ] [ Automatically ]
(Expectations)

*Abilities
*Experience
*Training




Human
Operator

§e
T

Displays

Bandwidth Limits

Controlled

~—
»

Controls

~—
+

D

Human Int.
Computer

-~ —
»

Task Int.
Computer

C

+

~—

Communications

Channel

Bandwidth Limits

Adapted from Sheridan, Humans and Automation

Process

B

Vehicle

Sensors
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CAT Bandwidth Limit

Downlink

Video

O Forward View, Surveillance
Imagery

[0 Reconnaissance, Target Selection
Voice

O ATC Comm, Intelligence
Schematic Data

O System Health, Location

Uplink
 Voice
O ATC Comm, Comm to Ground
e Manual Control

e Commands
0 Waypoint/ Tasking Commands




Task Performance & Bandwidth

Frame Rate

Color
Depth

Constant Task
Performance

Constant
Bitrate

»
>

Resolution

Diagram from Sheridan, Teleoperation



Communications Latency
Problems

i
Air Traffic Other Qi Operator
Control Traffic
T + Satelllte
Link
+

» communication

I | L

channel used channel free \

. > . . >
receipt transmission

delay delay

Satellite Latency Cycle Times : 2-5 sec
PIO Issues due to lags.




Multiple Vehicle Control

e Situation Awareness

O “Big Picture” Overview of Battlefield

[0 Orientation Confusion Multiple Reference Frames
[ N Vehicle states

0 N Vehicle status

O Kindergarten Model

e Human/ Machine Allocation

[ Level of Vehicle Autonomy

O Need for Higher Level of Abstraction (Macro vs Micro Management)
[0 Organizational vs Operator Model

[ Directed vs Behavioral Automation

O Dynamic re-allocation

 Cognitive Workload - Taskload

[0 How many vehicles can be reliably managed
[0 Cognitive Complexity Limitations
0 ATC Analogy (Acceptable Level of Traffic)




Complexity Concepts &
Controller Process Model

ATC AIR TRAFFIC CONTROLLER
OPERATIONAL
CONTEXT (" SITUATION AWARENESS )
AIR
TRAFFIC .l Surveillance F LEVEL 1 LEVEL 2 LEVEL 3
SITUATION Path Perception | Comprehension | Projection 1\
DECISION
PROCESSES
ITUATION
COMPLEXITY ¢ Monitoring
e Evaluating

o WORKING \>Planning
=) COGNITIVE MENTAL

P |7

5 COMPLEXITY MODEL

>

14

|—

(/)]

PERFORMANCE
Command OF ACTIONS “CURRENT

Path PLAN”

¢ Implementing

Adapted from Endsley
Situation Awareness
Model, Pawlak Key ATC
Processes

PERCEIVED
COMPLEXITY



Human-System Interface
Issues

e Interface Comparison - UAV vs Commercial

[0 DARPA USAF Boeing X-45 Example
0 Boeing B-777

e Source: Build 2 Operational Simulation Overview Briefing

[0 Caveats:
¢ Prototype not operational system
+ Briefing may not reflect actual system
¢ PC based interface
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X-45
Primary Flight Display (PFD)

MNAY Moessage Mam: &

5 s ieeo v coon] sen o T o=y E

Analogue vs Digital Indications
Color Conventions

Readability
Hidden Info



Commercial B-777
[ lay (PFD)

110,90 7 128°
DME 1.3

il 1 = " B

é L o]

——— 10 o




FUEL PRESS ENG L

* Reduction of Clutter

* No indications for
“normal”

 No “ON” indicators

* No indications for
“do nothing”

* Indicate limits, not

normal range

Elements of quiet dark ...
So once the procedure for this failure is taken care of ....
When the gear is safely up and locked ...

When the flaps are up ...
Only the engine indications remain. Maybe in the future we can eliminate most of them as well.
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Example: Flight Automation

Mode Awareness is becoming a serious
issues in Complex Automation Systems

[0 automation executes an unexpected action
(commission), or fails to execute an action
(omission) that is anticipated or expected by one
or more of the pilots

Multiple accidents and incidents

O Strasbourg A320 crash: incorrect vertical mode
selection

O Orly A310 violent pitchup: flap overspeed

O B757 speed violations: early leveloff conditions

Pilot needs to

O Identify current state of automation
O Understand implications of current state
O Predict future states of automation

Reference: Aviation Week &
Space Technology. McGraw-
Hill, January 30, 1995.




Intelligent System Capabilities and

Operator Decision Aides
{Combat UAV 2004 Presentation)

P =

al et
i

i
Mr. Marc Pitarys

Deputy Director (CST)
March 30, 2004

Approved for Public Release. Distribution Uinfimigss g



Types of Intelligent Systems

Coaches try to make you better at what you do

ﬁ Associates automatically help with tasks

Assistants do what you ask them to do

Intelligence

Experts do what they know how to do

FApproved for Public Asfsase. Destribution Unlimited. Case #2123,



Decision Aiding System (DAS)
Functionality Overview

Assessors Planners L HroMmation
Manager Manager
Momnitor mizeion. Provide weapon allocation | Tazsk Network Bring up displays or
to targets. aquivaksnt to a epecific pagsa.
Dietect new threata. managsr e PEAT chart
Evaluates mission plan to coordingte activitis2. | Pan~oom about

Aszess route impact.
Trigger replanning.
Monitor mizsion plans.

Monitor statue.

altarnatives with differsnt
dafining paramstsrs.
= Typa (ATK. SAR, sic)
= Target
» Bajoin point
« ‘Weapon ypad numbss

Aecommends new
miggion plan.

Op=rator can apply or
cancel recommendad

plan.

Temporal task model of
oparator and computar
tasks.

Tasks prioritized by
task imponancs and
deadline.

Oiperator task drives
dizgplays via information
requirsmeants.

Cormputar tasks drive
BuUtomation.

propozad mizsion
plans.

Bring up weapon
pairing/LAR ymbola.

De-clutter urmwantad

eymbols.

Locate sacondary
window text in opan
COMErs.

Priaritize alarts.

Reallocats tasks.

DAS

Assessors HH

Concapts PGG

B

Derived Objscts | Monitors

s A T

Planners HH

4

Task Manager

Taek Network Plana

oBH B

s =

Information
Manager 8 8

Approved for Public Aslease. Distribution Unlimited. Case £2123.




T L T

¥ J-UCAS ™

Decision Aiding Notional Software Architecture

/" | Data Service Intertace Mission Mgmt Service Interface \1
& & &
F 'L i w
PR 1 1 Information
Distributed Manager
Situation E VNS : :
Assessment Mission Configuration
Replanning Manager
Situation L N -
Monitors | ] Route Planning | [* Display
Mission ity AR
-LO Aut ti
Assessment utorotiting Taskload
Intent Contingency R analan
Tracking Flanning Task
Ervar : Reallocator
Monitor
: 1
Task Manager (Plan Execution)
Mission Plan Performer Task Network | | Task Scheduler /

Approved for Public Asfsase. Distrbution Unlimited. Gase # 2123 i



Knowledge Engineering Process

Step

Product

Tool

Identification of
knowledge requirements

Requirements
Document, Knowledge
Engineering Plan

Requirements
Engineering tool such
as DOORS

Production of the
domain ontology for the
domain of interest

Domain Ontology

Relational Database

Production of system
knowledge at an
intermediate level of

representation

Intermediate
Representation Forms-
Contains activities such
as Plans, Goals, Graphs,
and Tasks

Integrated Knowledge
Environment (IKE)

Conversion of this
intermediate level
representation to
operational knowledge

Knowledge Base File
containing the
Operational Knowledge
Representation

IKE

Testing of this
knowledge to validate it

Validated Knowledge

Test Plans, Models, and
Simulations

Approved for Public Asfease. Destribution Unlimited. Case #2123,




Domain Ontology (Knowledge Categories)

Air Vehicle Physical Description
Airspace Zones and Areas
Aviation Aircraft Operations and Performance
Communications Radios and IFF
Formulary Mathematical Formulas
Mapping, Charting, Geodesy and Imagery Navigation
Mission Planning Flight Planning plus Target Engagement
Radar ESM and SAR
Roles and Missions Aircraft Roles and Combat Missions
Weapons Air-to-Surface and Surface-to-Air

Approved for Public Aistsase. Distrbution Unlimited. Gase #2123, 1



Knowledge Fact Too: Seach et
E= Air Wehic e M=) E5 I A 1aclar vihiose pime lurcion & o soen [peeich] 2 specied
E sl of apane and dicate e presance of s baigals
D | 21 b provice coondinate s of the tngats booa e continl apsiem
) ko asist v arget aoguiktisn snd fackinn
Tonin |Cl1s.ff
EnmeedgmFat  [Thin, narrow metallic rellectons o varous lengths and B and Rerda Handbock] ﬂ
freguency responses, used to reflect radar ensrgy. These -

reflactors when dropped from sircesd and sllowed 1o diift
dowerreiard result in large targets on fhe mdar display

35 Kk | HE|k#] of 38

Sourca of B9 Air Vehicle _O[=] I
Record: a4 4[| | Teese |r-.'1i!-E-1-:I 1553 Data Bus
Forisledos Fact Sptial digdal mulliples data bus, provdes alegratad, -
centralized sysiem control and a standard insdace for all
aguiprnant connected 10 the bus. twisted, shiglded pair of
wires. Tha syslarm implaments 3 cormmand-re sponse Ll
S of EW and Redar Handbook

Fopvlerioe

pecord 4| A [ 3 k| eufes] of 45 =

Spproved for Public Aslsase. Destribution Unlimited. Case #2123,

Source of
Knowledge
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Plan-Goal Graphs Describe System Purposes

Plan Plan Plan

step 1
step n

Plan Plan

AN

Action Action Action Action Action

INTENT

* The Plan Goal Graph
- Models operator intent

Plan-Goal Graph (PGG) - a hierarchical
decomposition of the mission.

Hectangles represent plans which
indicate “what” the operator is doing.

Ellipses represent goals or "why” the
operator is executing each plan.

Plan requires all goals to be satisfied
(an "and” node); goal requires only one
plan to be successiul (an “or” node).

Plan may contain a script: a sequence
of simple steps.

| owest level of decomposition (actions)
represent primitive manipulations.

Links contain knowledge in the form of
constraints (e.g. within weapons range).

Approved for Public Asisase. Distribution Unlimited. CGase #2123,

19



Concept Graphs Describe the Situation

* Directed acyclic graph
Following * Increasing in
abstraction and
aggregation
* Links indicate
dependencies

+ Value propagation is
dependency-directed

aggregated
concept

abstract
concept

abstract
concept

abstract
concept

Observable Observable Observable J-UCAS
Data Data Data Data

FACT
* The Concept Graph

- Represents real world state
Approved for Public Asleasa. Distibution Unlimited. Gasa # 2123. 20




Task Network Node Types

Parent Task

— Task C — Task F [—
Task B (parent task)
Task A [H|Task B1 ||Task B2 |{(S){ TaskD [J )4 TaskG {IJ:)—‘LITask H
— TaskE — Taslh: Precondition:

e.g. Weight on Whesls

Task Network Similar to Management PERT Chart
* Hepresents computer tasks (1 - 100 mseconds)
» Hepresents operator tasks (1- 60 seconds)

* Network Topology represent task dependencies
» Task parameters include task importance and deadline

Approved for Public Asisass. Distrbution Unlimited. Case #2123, |



7" J-UCAS ™

! -u"‘"ﬂ'
T

&
el I T

Monitors Link the Concept Graph and PGG

L Menitor:
Concept Graph Determine when J-UCAS

beginning SAR scan.
Aggregats L n
Concept
Abstract
Concept

SEAD Operations

J Plan Goal Graph

Obesrvabla Obs=arvable
Dt Observable | | Data . .
Data | J-LUICAS Data |
/TM m
Environment State Observations Action Observations

Approved for Public Aslsase. Destibution Unlimited. Case #2123,



