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EXECUTIVE SUMMARY

The Space Tug proect finds its origin in an ongoing joint research project
between MIT and the Defense Advanced Research Projects Agency (DARPA), whose
purpose is to develop an orbital servicer saelite, the Tug. The purpose of the saelite
would be to carry out sarvicing missons for other sadlites in orbit around Earth. The
DARPA project’s objectives are: the development of a capability to service satelites, an
economic solution to the high-energy problem in space; a universd grgppling capability,
and a drategy to find the target satdlite efficiently. This 16.62x project is a subset of the
generd problem and relates to the efficient search and rendezvous strategy.

The proposed experiment will tes a set of search drategies that represent all
posshilities of rendezvous agorithms that could be used on the Space Tug. The problem
will be modeled as a two-dimensond dtudtion, in which a robot sSmulaor will be
progranmed to find its target. The time eapsed and the energy consumption will be
measured to povide the necessary data to develop a cost function representing the trade-
offs of each search drategy. The mogt efficient drategy will be chosen to minimize the
cog function. Conclusons drawn from the andyss of the data will be presented to the
broader DARPA project.

The estimated budget for the proposed experiment is gpproximately $500 and the
results will be presented in a find report by May 13", 2003. Ora presentations and

progress reports will be produced during the fifteen-week period.
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1. INTRODUCTION
1.1 Background and M otivation

The Space Tug project is an ongoing MIT/DARPA research project that ams at
devdoping a sadlite — the Tug — to carry out rendezvous and docking with a target
saellite. The misson of the Tug will be to capture its target, change its pogtion and
orbitd eemerts by a predefined amount, and release it without damage to the target
sadlite or itsdf. The cgpabilities of the Tug mug include the following: rescue satdlites
from unusable orbits, orbita debris removd, tacticd operations, and other emergent uses.
The control system of the Tug used to find and dock with the target is a mgor aspect of
this project.

The search for the target satdlite is a complex procedure. Although approximate
coordinates for its location would be provided, the Tug would ill fave to search a finite
gpace to find it, Snce current tracking does not give precison beow a magnitude of the
order of one hundred meters. As a result, the Tug has to have intdligent identification
and sensing dtrategies implemented in its control system to approach the target.

A mgor technology risk in the Space Tug project is the target identification and
docking. Showing that such a process is feasble would reduce this risk and would
provide a possble solution to the problem. In addition, given that the control sysem of
the Tug has thus far been modeled as a black box, the results of this research project
could give clues as to what the architecture of the control sysem of the vehicle should be.
Furthermore, successful search and rendezvous srategies could be used in  other

aeronautica gpplications, such as autonomous and formation flight.



Search drategies and agorithms for robots have been sudied extensvey in the
past years. As a result, the design part of this project will be influenced by previous work
done on search dgorithms, notably by the MIT Department of Electrical Engineering and
Computer Science. The basic dtrategies will be enhanced to fit the purpose of the Space
Tug.

Time and energy consumption, as wedl as the successful implementations of three
searching srategies, will be the focus of the research project. It will provide a first look at
the mog effective rendezvous drategy that could potentidly be used in the Space Tug
project. Spanning the space of possible search agorithms, three drategies will be tested:
(1) random sensor-less search, (2) semi-autonomous with a human in the loop search and
(3) fully autonomous search with sensors. Ultimately, the goa of this project is to show
that the semi-autonomous with a human in the loop search will satify this important
requirement.

1.2 Hypothesis and Success Criterion

The use of a semi-autonomous search system with a human in the loop is the
algorithm that will be the most effective for rendezvous and docking strategies in terms of
time and energy consumption. Success for this project is a clear definition of whether or
not the semi-autonomous search system is the mogt effective agorithm for rendezvous
and docking draegies in terms of time and energy consumption The three different
search drategies span the full space of search dgorithms in an effort to provide a vaid
assessment of the hypothesis.

1.3 Objectives
The project is divided into two diginct parts that will achieve two different but

closly reated gods The prdiminary objective is to develop, implement, and test three



different drategies for two-dimensond, non-cooperative target search and precise
docking. Thisgod isthefirst step in achieving the primary objective.

The primary objective of the experiment is to develop a cost function in order to
compare these three dtrategies based on the trade-off costs between time and energy. The
dgarithms will be evduated usng predefined criteria, developed into the cost function, to
examine the performance of each.

2. LITERATURE REVIEW

The aticle entitted “On-board software for the Mars Pathfinder Microrover”,
written by Morrison and Nguyen' describes the software used to control the motion of the
rover on Mars. The condraints, in terms of communication and energy, on the control
sysgem of the Mars rover are amilar to what the Tug will face in space. It is thus
important that these condraints be taken into account when modeding the searching
procedure. Due to dectricd and processng power limitations, the control system of the
rover is unable to communicate and move a the same time. In addition, due to
communication redrictions, mainly the time it takes to tranamit information from Mars to
Earth and back, the control system of the rover uses waypoint navigation and autonomous
collison avoidance dgorithms. In the abisence of any obsacles, the rover proceeds
directly forward to the waypoint, including stops for proximity scanning — for hazard
detection. During proximity scanning processes, the rover uses its on-board optica
Sensors to generate an approximate map of the terrain map in front of the vehicle. Based
on height differences in the map, the navigation sysem andyzes the possble locations of

obgtacles. Findly, an dternate working mode of the control system is the “rock finding”



option, which uses the terrain map to detect a rock. The navigation system corrects the
rover heading, centering it between the rock edges.

The Mars Pahfinder rover uses a collisonavoidance control sysem. This
technique is the opposite of what has to be developed for the Space Tug. While the rover
uses the terrain map to trace a route around objects, the Tug will have to trace a route to
its target. Although this pgper is not vey usfful in describing the actua search
dgorithms, it provides a background for the type of software architecture that is usudly
used in gpace vehicles The same power and communication congtraints apply to the Tug,
and therefore its ontboard software needs to make use of the same techniques for
tdemetry, which are necessxy for the semi-autonomous search. Furthermore, the
proximity scanning process implemented in the Mars Pathfinder is amilar to what needs
to be deveoped for the fully autonomous verson of the Tug. Although this paper is
generd and does not provide more detalled information about the core of the software, it
describes abasis for the architecture for the control system that will be used on the Tug.

The second reference is a paper by Gelenbe? entitled “Autonomous search for
informetion in an unknown environment”, which describes different search drategies
from a “computer scienceg’ point of view. The author models the autonomous process in
which an agent, a robot or a software agorithm searching for information in a computer
database, searches the space around its current location for information it wants. The
search area is divided in a set of locations (X, y), defined in a Cartesian space. Associated
with each location is a probability q(X, y) representing the likdihood of finding the
information wanted a this location. Assuming the environment is datic, the space can

thus be described as a probability space. The agent, which in the context of this project is



the Tug, dways moves in the direction where the probability q(X, y) is the greatest. Once
the agent moves to the new location — from (Xo, Yo) t0 (Xnew» Yhew) — the probability
d(Xnews Ynew) Of finding information a the new point is updated depending on what was
found. The dgorithm thus continuoudy updates the probability space, until the agent
finds the right information — the target for the Tug. The paper further develops a more
advanced model which is more agpplicable to information search in a computer system
than to robotic search.

The above search agorithm, referred to as the “Greedy Algorithm” by Gelenbe?,
is rdlevant to the random search draegy that needs to be implemented in the Tug
gmulator. The dgorithm that will be used in the project will most likely incorporate
some or al components and rules of the Greedy Algorithm. While the results of the
experiments are not significant for the project, the modeling process used by Gelenbe in
his experiment will be useful in developing the model of the search space for the Tug.
The mathematical tools used in the Greedy dgorithm will be the same as the Tug's
random search drategy, since the underlying probabilistic decison-making processes are
gmilar (eg. the agent goes to the location with the greatest probability in the space).
Furthermore, the same principles can be used in the fully autonomous search. The man
difference will be that the agent, which has sensors with a given range R, can now check
for information in a gpace of radius R around the location (X, y). In this process, a grester
number of probabilities can be updated to recalculate the space. In addition, the agent is
dso ale to build a map of the environment reveding the exact location of the
information with greater precison. Gelenbe? fdls short of developing a smarter agorithm

and explaining how the sensors would affect the efficiency of the search.



The third most relevant article to the project is by Hillenbrand and Hirzinger®, and
is entitted “Probabilistic search for object segmentation and recognition”. Object
recognition is viewed as a two part process. Firgly, a sequence of hypothesis about the
object — its location, geometric shape, possble movement — is generated, using exterior
sensors. The second part of the process evaluates these hypotheses based on the object
moded. This paper describes a new technique for object recognition in a specific scene in
a probabiligic framework. It aso introduces a new datidica criterion — the truncated
object probability — to produce optima hypotheses about the object to be evauated for its
match b the data collected by sensors. The author further develops a mathematicd model
to fit the search sequence in the experiment.

The depth in which this aticle goes is most likdy beyond the scope of the Tug
project. However, some of the concepts developed are useful for the autonomous search
drategy to be implemented in the Tug. Based on the data from its sensors, the Tug will
have to be able to recognize the target in a largely unknown scene. The object recognition
technique developed by Hillenbrand and Hirzinger® is too advanced to use in an
environment with one target. However, if implemented in the control sysem of the
autonomous Tug, it will be provide an expandable dgorithm that can, for example, be
dightly dtered to recognize multiple targets in motion.

3. TECHNICAL APPROACH
3.1 Overview of Experiment

The experiment’s main objective will be to smulate the Space Tug's rendezvous

with its target in a gmplified two-dimensond environment. The space in which the red

Tug has to operate is complicated and contains several degrees of freedom that cannot be
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reproduced in two dimensons. As a result, modeling assumptions will have to be made.
The dmulaion will make use of the rdative pogtions of the Tug and the target. The
satdlites are in the same orbitd plane relative to Earth and ther orbits have the same
eccentricity. Therefore, the target is fixed a a point in space, reative to the search
gpace’ s reference frame.

The experiment will make use of floor space for the search area, whose
dimendons will represent the appropriate ratio of search area to Tugltarget Szes. This
ratio will be cdculated usng the red dzes of these vehicles and the space around the

target created by position uncertainties. The experimenta set up is shown in Figure 1.

Two-dimensional discretized search space

Figure 1 — Test-bed environment for Tug/Target rendezvous simulation

As shown above, the Space Tug computer will have to search through the space
for the target, using its sensors. It is understood that the sensors range will be much

gmdler than the sze of the search space. Furthermore, in the case of the human-in-the-
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loop search grategy, a computer will be used to transmit commands to the robot using an
infrared device, in accordance with the sensor data that the Tug computer will send to the
human. For the other two search drategies, the computer will be used only to download
the control system that will move the robot and the decison making software that will tell
it where to go. Both the Tug and target will be made with LEGO? Mindgtorms, usng an
on-board computer. While the target will be non-cooperdtive and inert, the Tug will
cary, as mentioned previoudy, a collection of ontboard sensors, including an ultrasonic
range sensor, an infrared proximity sensor and a touch sensor. The firg two will collect
data about the pogtion of the target, while the last one will stop the Tug upon running
into the target.

The independent measuring equipment shown in Figure 1 will be used to record
the time it takes for the Tug to find its target and the energy consumed during the process.
Usng this data, the cost function between time and energy will be developed, and the
effectiveness of each dtrategy will be compared in order to assess the hypothess of the
experimen.

3.2 Overview of Hardware
3.2.1 Space Tug Robot

The robot smulating the orbita servicer
will be made of Lego Mindstorms parts. The on
board computer is a RCX 2.0, shown in Figure
2. The computer has a total of 9x input ports.
Three of them are used for sensors, while the

others are motor inputs used to control the Tug's

Figure 1 - Base design for Space Tug robot
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movements. The computer aso has an integrated infrared transmitter and receiver, which
provides the necessary interface between the command omputer and the Tug robot. The
infrared signals are exchanged with an infrared tower, which communicaies to the
command computer through a universal serid bus (USB) inteface. As a source of
energy, the Space Tug robot makes use of six 1.5 volts rechargeable batteries (standard
AA).

The RCX computer is programmed in a specid language caled Not Quite C
(NQC). As its name suggedts, it is dmilar to the C programming language but contains
cusom functions to define and use the input ports on the computer. The NQC language
was developed by Baum® using Lego's MindScript™ and LASM™ codes via the RCX
software development  kit. Programming tools and compilers for NQC are readily
available and fully compatible with the Space Tug Smulator.

3.22 On-board Sensors

The orbital servicer smulator will carry an array of sensors in order to carry out
its search of the target. Added to the standard touch sensors, the Tug will possess an
ultrasonic range sensor and an infrared proximity sensor. These ae shown below in

Figure 3.

Figure 2 — Ultrasonic range sensor (left) and infrared proximity sensor (right)
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The ultrasonic range sensor uses high qudity ultrasonic transducers and a built-in
controller to caculate the distance to the closest object or obstruction.® It returns a vaue
between 0 and 100 that represents the range to the object in hdf inch units. Table 1 shows

the operating range for the ultrasonic sensor.

Table 1 — Operating range for Tug sensors

Sen Upper bound L ower Bound Resolution
Sor [meters] [meters| [meters]
Ultrasonic 14 0.15 0.01
Infrared proximity 0.20 0.01 0.006

As can be seen in Table 1, the infrared proximity sensor has a much shorter range
than the ultrasonic sensor, dthough the two ranges overlap. It is a highly sengtive sensor
that uses short pulses of bright infrared light. The sensor measures the amount of infrared
light reflected from a surface and returns vaues from O to 100, where zero represents no
reflection detected. By using infrared pulses ingead of visble light, the effect of shadows
and room lighting are eliminated, thus providing more accurate readings®

The third type of sensors used on the Tug robot is the touch sensor. There are two
touch sensors used on a dynamic bumper built on the vehicle. These sensors detect any
pressure gpplied on the bumper arms and return a Boolean (true or fase) vaue to the
computer.

4. EXPERIMENTAL DESIGN

In desgning the experiment, the important items to be considered to make the

project meet the success criterion are: (1) the sze of the search space, (2) the search

drategies to be used and (3) the measurement systems. Further concerns are related to
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safety and the use of human subjects. However, this experiment will not meke use of
dangerous equipment for which specia safety precautions have to be taken. Although a
human subject will be used for the semi-autonomous drategy, the role of the human will
be solely interpretation of the sensor data and communication with the robot. The
experiment thus does not need specific safety guiddinesto be performed.

4.1 Design of the search space
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The sze of the search space is an important aspect of the experiment setup. It
needs to relate to the relative sizes of the satdlites in space. Furthermore, it is necessary
to model the space correctly, so tha the results from this experiment can be validated for
the space environment. To cadculate the sSze of the test search space, some information
such as globa pogtion system (GPS) accuracy, stellite Szes and sensor ranges has to be
collected. In the US Army Corps of Engineers manud *, GPS accuracy is reported as
goproximately one hundred meters. Once the target satellite has been located, the space is
which the Space Tug has to search is thus a sphere of radius one hundred meters,
centered a the expected location of the target. Therefore, for a target satellite of sze two
meters, the linear Sze ratio of search gpace to target Sze is estimated to be fifty to one

The space trandformation processis shown in figure 4.

A
Sizeratio=50:1
\ 4
Targetsize=2m Targetsize=0.1m

Figure 3 — Search space transformation

As can be seen above in Figure 4, the actud sphere space that the red orbital
savicer will have to search is three-dimensond. However, since the target is not
dationary, four variables are needed to define its pogtion, a length, two angles and time.
The gspace transformation involves going from four dimensons to only two. As a result,

the main modding assumption that has to be made is that the Tug is capable of putting
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itsdf in the same orbit as the target. The space is then modded as a two-dimensond
problem such that the Tug and the target are in the same orbitd plane with respect to
Earth. From Figure 4, it can be seen ha, for a target of Sze 0.1 meters, the Sze ratio is
maintaned if the search pace is of radius 5 meters. Since the space is designed to ke a
sguare, the sdes of the search space will be 10 meters.
4.2 Search Strategies

The three search drategies are random sensor-less search, semi-autonomous with
a human decison meker search and fully autonomous with sensors search. The
agorithms need to be designed so that they span the space of al different Strategies that
could be used to find the target.

4.2.1 Random Search Strategy

The random search dgorithm that will be implemented in the Space Tug robot is
ingoired by the “Greedy Algorithm” described by Geenbe? in his paper on the
autonomous search for information. It is a probabilistic search where the agent — the Tug
in the experiment — is ale to learn as it moves in the space. Each displacement in the
gpace provides information to the robot. In other words, when the robot moves to a point
and does not find the target, it then knows that the target is not located at that point. Its

knowledge about the search space has

increased.
L =LA
The search space is transformed ﬁ:—ﬂ - j
into a grid that contains a certain number A&
of locations, as shown in Fgure 5. The
L/% . L/7
distance between each point has to be

Figure 3 - Grid for random search
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dependent upon the size of the Tug and the sze of the target. An appropriate separation
between two point given that the Tug and target Szes are gpproximatdy 20 centimeters
would be of the order of two times the sze of the objects, or 40 centimeters. The Tug a
its darting location has eight possihilities for its next move. As can be seen in Figure 5,
the probability of going to any of the eight next locations is 1/8. Once the Tug has
moved, the probability associated with the location that the vehicle just Ieft is st to zero.
As a reault, the Tug has now only seven posshbilities for its next move. The Tug computer
thus learns about the space as it moves from point to point. The search ends when the
target is found, which is detected by both the touch sensors and the infrared proximity
sensor — due to its extremdy short range, the infrared sensor will only detect the target
oncethe Tugisclosetoit.

4.2.2 Semi-autonomous Search Strategy

18



The basic concept for the semi-autonomous search will be that the decision maker
is a human controller. Using the on-board sensors, the human operator will move the Tug

to find the target. Figure 5 shows a smplified flowchart

Movetherobot |4 for the procedure to be followed during the semi-

autonomous search  with  humaninthe-loop. At the

gating point, the Tug performs a 360-degrees sweep of

the surroundings using the longer-range ultrasonic

sensor. If the sensor does not report any presence of an

object, then the human operator has to make a decision

Go to target about where to move next. The operator sends a

command to the Tug onboard computer, which then
Figure4 - Flow chart for semi-
autonomous search moves the vehidle to the next desired location. The sensor
sweep is repeated, and the sensor data reported back to the human controller. Another
decison is made based on the new data, and so on until the target is found. In order to
tranamit information, the Tug will have to dign itsdf with command computer’'s infrared
tower. As a result, there will be a lag between the command transmisson and the Tug's
move. Although the transmisson will be time-consuming, it will be a good smulation of
what happens with space transmission. For instance, as Morrison and Nguyen describe,
the Mars Pathfinder aso uses waypoint navigation and deayed transmisson to
communicate with the Earth operator.
4.2.3 Autonomous Search Strategy

The fully autonomous search will make use of the long range ultrasonic sensor to

find the target in the test space. The autonomous strategy will be based on a probabilisic
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modd, in which the dgorithm will develop a probability density function to describe the
search area. Since the Tug initidly will have no information about the locetion of the
target, the probability dengity will be uniform across the space. As can be seen in Figure
7, the symmetry and the uniformity of the didribution places the center of mass — labeled
“Cg0” —in the middle of the two-dimensiond search area.

At the dart of the search sequence,

Search Space

the Tug will travd toward the center of
mass of the probability dendty digtribution
to its fird waypoint. This location has to
be a point in the search space close enough
to the center of mass 0 thet the latter is in

range of the Tug's ultrasonic sensor. Once

a its new locdion, the vehide will
perform a  360-degree sweep of the Figure 4 - Autonomous search strategy
surroundings in an effort to locate the target. During this process, the Tug will learn about
the search space. If the target is not found, the dendity of the swept area is set to zero. The
probability dendty is then redisributed uniformly across the remaning space and the
new center of mass is located — labeed Cgl in Figure 7. The process just described is
then repeated. Once the target is found in range of the ultrasonic sensor, the Tug vehicle
will move straight toward the target for rendezvous.

4.3 Measurement Systems

The god of the experiment is to develop a cost function tha relates time and

energy consumption during the search drategies. As such, the rdevant quantities that

20



need to be measured are the time dapsed during the search and the energy consumed
from the Tug's batteries. The time data will be taken usng the RCX computer’s interna
clock. The procedure for measuring it will be directly embedded in the software, in an
effort to be as precise as possble. The energy consumed will be measured using a Texas
Instruments gas gauge. The device has to be mounted in the power sysem of the
computer to measure the darting and ending levd of energy in the beatteries. From this
data, it isthen possible to calculate the energy depleted during the search.

4.4 Sources of Error

Sources of error are associated either with measurements taken or with logica
eror in the coding of the search drategies. Software or logic erors in the implementation
of the search drategy are systematic errors that would be hard to detect. However, a
thorough and detalled debugging and tedting stage for each software component will
ediminae these erors. Furthermore, cross-checking of the code between the
experimenters will reduce the chances of implementing a logica eror in the search
drategy. Efforts to diminate these systemdtic errors will be particularly important for the
implementation of the random and the autonomous search srategies.

Errors associated with energy and time measurements are easer to ascertain. The
eror in the reading of the energy level of the batteries is between £50 and £ 150 micro
volts (uV), according to the specifications of the device from Texas Instruments.” On the
other hand, time measurements are very accurate, snce it uses the Tug computer's
internd clock. The latter device measures time in millissconds and thus is precise to

approximately five hundred microseconds.
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An important source of eror arises from the semi-autonomous search dtrategy.
The human controller can be subject to decison-making bias in choosing the Tug's next
waypoint during the search. It is of importance that the human operator has no knowledge
of ether the location of the target or the type of search being run. Such information about
the gtuation will introduce a bias in the human's interpretation of the data and decison
making process. In order to eliminate this possble error, it could be necessary to use an
outsde person to control the Tug. The author and his partner have extensve knowledge
of the search drategies and the Stuation and therefore would not be bias-free human
controller. To reduce this effect, searches will be run with as many different human
operators as possible. The results of the experiment need to be independent from the
human operator. It is therefore important to diminate the human factors effect from the
tests that will be run for the semi-autonomous search. For esch test run, a different
decison maker will be used. The human operator will have minima knowledge about the
gtugtion.
5. EXPERIMENTAL PROCEDURE
5.1 Test Matrix

The man vaiadles in the experiment will be the relative podtion of the target as
seen by the Space Tug robot, the time it takes for the Tug to find the target — which will
occur when the Tug runs into the inert target — and the energy consumed in the process.
Moreover, another variable will be the type of the search drategy used in the trid. As a
result, the experiment will have two independent variables — the search strategy used and
the reative pogtion of the target — and two dependent variables — time and energy

consumed.
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The two independent variables are the only parameters that can be changed during
the experiment. They will affect the time and the energy consumption but will provide
the necessary data to assess the hypothesis. The search drategy used can only have three
different vaues random sensor-less search, semi-autonomous search with human-in-the-
loop sensor interpretation, and autonomous sensor-driven search. The relative pogtion of
the target as seen by the Tug will adso affect the data. For indance, if the distance
between the target and the Tug is very large, then the random search could be as efficient
as the semi-autonomous or fully autonomous drategies. As a result, a wide range of
relative postions of the target needs to be tested in order to increase the validity of the
cog function. The independent variables are shown in the two-dimensond tes matrix in
Table 2. There will be nine tests in the whole experiment, and for each, the time and the

energy consumption will be recorded.

Table 2 — Two dimendond test matrix

Search

strategy Semi-autonomous with Autonomous
Random sensor-less : ;
human-in-the-loop and sensor-driven
. Strategy
Relative sensors strategy strategy

position of target

Maximum distance -
100% of length
of search space

Medium distance -
50% of length
of search space

Short distance -
10% of length
of search space

The above test matrix does not show the number of trids that will be done for

each test. To reduce the eror in the results and incresse the vdidity of the reaults, the
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number of trials needs to be determined using estimation theory. The distribution of the
results is assumed to be a normal distribution, and thus the sample size, n, is defined by

Hogg and Tanis® to be

2 2
z (o2
neZen? (1)

Where o is the sample’s standard deviation, € is the desired error and 100(1 — a)% is the
confidence interval. Therefore, to determine the needed sample size, it is necessary to
know the sample standard deviation. The latter can be calculated upon completing the
first trials in the experiment. It is expected that the number of trials for each run will be
no larger than ten for an eighty percent confidence interval. Using the number of trials, n,

it is possible to construct a three-dimensional test matrix, as shown in Table 3.

Table 1 — Three dimensional test matrix

xistance to target

<

Search strategy



The above test matrix shows the three dimensions of the experiment: the two
independent variables and the number of trials. Each box will contain a measurement of
time and one of energy. Other parameters in the code, such as in the software, will not be
varied between runs and therefore do not need to appear in the test matrix.

1.1 Data Analysis

Data analysis will consist of processing the raw data and plotting the points in a
time-energy space. The data analysis process is shown in Figure 8. From the test matrix,
the data will be collecting in a Microsoft Excel spreadsheet in order to be able to produce

the time-energy plots efficiently.

Example of Raw Data Points
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Figure 1 — Data processing chain
From the collected data, a cost function in terms of time and energy will be
developed to describe the search strategies. This function will illustrate the trade-offs that

exist between time and energy and could have the following form:
C(t.E)=(ax1)" +[1-2)=< E]", )
Where t and E are the time elapsed and the energy consumed during the search,

respectively. In equation (2), the constant A as well as the exponents n and m are

experimentally determined based on the trade-off between time and energy consumption.



The search drategy that minimizes the cogt function — the vaue of C(t, E) — will be
defined to be the mog efficient agorithm for rendezvous and docking strategies.
6. PLANNING
6.1 16.622 Schedule

The 16.622 project is limited to one academic term and therefore needs
appropriate planning. Particular care should be taken to assure that data can be acquired
in the time dlotted for the course during the semester. The scope of the project has to be
limited in order to collect the necessary daa to achieve the objectives and to fulfill the

success criterion. Table 4 shows the 15-week schedule for the spring semester.

Table 4 — 16.622 schedule

Task

Feb-03

Mar-03 Apr-03

May-03

5-Ma

12-May|

[

Start | End T 10-Fel] 17-Feb] 24-Feb| 3-Mar] 10-Mar| 17-Mar| 24-Mar] 31-Mar| _7-Api] 14-Apr| 21-Api] 28-Apr
Building Tug and target 2/3/03| 2/14/03
Coding 2/3/03]_3/7/03
Random algorithm| 2/3/03] 2/11/03

emi-autonomous algorithm| 2/11/03| 2/19/03} ——

Autonomous algorithm| 2/20/03| 2/28/03 |
Debugging and testing| 2/10/03| 3/7/03]

Progress review 1 2/11/03] 2/11/03) 3t
Experiment 2/24/03| 4/18/03

Random search| 2/24/03| 3/13/03
Semi-autonomous search| 3/14/03| 4/3/03]

Autonomous

search| 4/4/03| 4/18/03] ——

Oral progress report 3/4/03| 3/4/03 3£

Progress review 2

4/1/03]_4/1/03 bed

Analysis & presentation | 4/18/03| 5/13/03]

Data analysis| 4/16/03| 4/30/03]

Written report| 4/30/03| 5/13/03

Final oral report| 5/1/03| _5/1/03 3%

Last day to take data 4/18/03| 4/18/03] it

The first two weeks of 16.622 will be devoted to two different tasks, building the
Tug and the target and coding. However, the latter task will continue for an additiona
three weeks beyond the first two. The coding period indudes debugging and testing and
should require less than the five week periods dlocated for it, assuming the software
implementation runs smoathly.

Following the initid coding period, a total of eight weeks will be dedicated to

running the experiment. It is expected that the random search tests can begin before the
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end of the coding period. There will be an overlap in the schedule. Although the current
data acquisition plan will be completed a the end of the alowed data collection period,
the aght-week edtimate is consarvative. All of the test runs should be completed in about
sx hours, which corresponds to five weeks in the 16.622 twelve-hour week. Therefore,
this plan leaves a three-week opening with which the schedule can be adjusted to start the
data andyss period earlier. Findly, the five weeks of the semester will be dlocated to
data andyss and find ddiverables. During this period, data andyss will take place in
the first two weeks before starting the find written report.

Two progress review team meetings fdl during the 16.622 schedule. The first one
will heppen a the beginning of the coding period, and the second progress review fals
toward the end of the data acquisition period. Moreover, the ord progress report is
schedule to be at the beginning of the data collection period.

6.2 Required facilitiesand materials

Resources required to complete the experiment include the hardware — the RCX
computer, the Lego parts and the sensors — which has been purchased, as well as the
building maerid for the test area and the target. The search area will be delimited by a
dandard garden hose, which will be readily avalable from the Home Depot.
Furthermore, the target will be made out of a meta can, which can be found quite esslly.
The gas gauge from Texas Instruments needs to be purchased before the end of the
16.621 term, in order to be able to dart the data acquisition period on time. All other
materids, such as the batteries, are readily available from the MIT Aero/Astro laboratory

or from local stores.
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The experiment is designed so that it can be setup anywhere and will not required
a permanent space dedicated for the sole purpose of this project. Instead, it is planned
that, for each testing sesson, the search space will be setup in a large enough area. Such
fadlities include the Johnson Athletic center or the Hangar space in the Gelb Laboratory.
6.3 Budget

The budget for this project is redtricted in terms of non-hardware resources, such
as conallting time with the 16.622 technicd daff and the use of specidized facilities,
such as the wind tunnel. The cogts come entirely from the purchase of the hardware from
Lego and HiTechnic, which are the suppliers for the RCX computer and the additiona

sensors, respectively. The detailed budget is shown in Table 5.

Table 5 — Budget
[tem Acquirefrom Cost

Lego Mindstorms Computer and parts Lego $ 200
Ultrasonic Range sensor HiTechnic $80
Infrared proximity sensor HiTechnic $40
Touch sensor multiplexor HiTechnic $19
Battery gas gauge Texas Instruments $5
Search space building materiads Home Depot $50
Rechargesble batteries Radioshack $ 100

Total $494

As can be seen above, the total expected cost of the project comes out to be $ 494.

However, this is an edimate, and it is expected that the search building materids and the
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batteries will cost less than accounted for in Table 5. As mentioned previoudy, mos of
the hardware has aready been purchased, except for the gas gauge and the building
materias.
7. CONCLUSONS

Although hazard avoidance has been extensvely dudied in the fidd of dectrica
engineering and computer science, the use of search and rendezvous drategies applied to
aeronautics and astronautics becomes important a a time when pilots and human
operaors are dowly being replaced by control systems that have the ability to learn and
make decisons based on their sensng abilities. The project described above will attempt
to show that human decison making is gill necessary when cost reduction is needed, as
is the case in most space programs. Furthermore, the experiment will narrow down the

different possbilities for the design of the MIT/DARPA Space Tug.
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APPENDIX A

DETAILED PARTSLIST

Part Manufacturer Reference Number
Mindstorms Robotics Invention System 2.0 Lego 3804
Ultrasonic Range Sensor HiTechnic US1051
Infrared Proximity Sensor HiTechnic IR1021
Touch Sensor Multiplexor HiTechnic MX1075
Gas Gauge Texas Ingruments BQ2010

DETAILED MATERIALSLIST

Garden hose
Rechargeabl e batteries
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