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Notation

X - scalar variable X - vector variable, sometimes x when clear

P(X) - probability density function (continuous variable)

P(X) - probability mass function (discrete variable)

p(a,b,c,d | & T,9,h) -conditiona density

densityof these  functionof these

5 (GO &3 (%, 5 %) O
° 0-Of (%, Xy, %, )X AX,....dX,

A>B -if A> B thentheanswer isw,, otherwise w,

J
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Machine Learning

-

L earning machine:

G S

LM

y=f(x,w)

G — Generator, or Nature: implements p(X)
S — Supervisor: implements p(y|x)
LM - Learning Machine: implements f(x, w)

J
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L oss and Risk

L(y, f (X,wW)) - LossFunction —how much penalty we get for
deviations from true y

R(wW) = [ L(y, f (x,w)) p(x, y)dxdy - Expected Risk — how
much penalty we get on
average

Goal of learning isto find f(x,w*) such that R(w*) is minimal.

J
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Quick Illustration

What does it mean?

R(W) = 00-(¥: T (x,w)) p(x, y)dxdy

From basic probability:

T

P(X y) =|p(Y] X)

/

p(x)

If nonoise:  P(Y|X) =d(y, g(x))

g

R(w) = @-(9(x), T (x,w)) p(x)dx




|llustration cont.

R(W) =

)

g(x)

T (X, w))

dx
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Example
4 I
Classification:

-1
Measurements: x| [-1, 1]

L abels; y ={0,3}

y=0 y=1

Find f(x,w*) such that R(w*) is minimal.

- J
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Example

4 N

Let'schoose f(X,a) =H(X,a) - step function
L(y, f(x,@)=1-d(y- H(X,a)) -+1for every mistake

(superimposed)
N

\

fHix al

J.
rd
I "_,l'
- \‘

R@@)=a ¢1- d(Y- H(xa))] p(x,y =Y)dx
Y=0 J
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Learning in Reality
4 )
Fundamental problem: where do we get p(X, y)?7?7?

What wewant:  R(W) = j L(y, f (x,W)) p(X, y)dxdy

Approximate: estimate risk functional by averaging loss over
observed (training) data.

What we get: R(w) = R,(w) :%éi L(y, T (X, ,w))

Replace expected risk with empirical risk

- J
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What We Call Learning

Taxonomies of machine learning:

* Dby source of evaluation — Supervised, Transductive,
Unsupervised, Reinforcement

e by inductive principle— ERM, SRM, MDL, Bayesian
estimation

* Dby objective — classification, regression, vector
guantization and density estimation

J

Fall 2004 Pattern Recognition for Vision



Taxonomy by Evaluation Source

« Supervised (classification, regression)
Evaluation source - immediate error vector, that is, we get to seethetruey
e Transductive
Evaluation source — immediate error vector for SOME of the data
o Unsupervised (clustering, density estimation)
Evaluation source - internal metric—we don’t get to seetruey
* Reinforcement

Evaluation source - environment — we get to see some scalar value
(possibly delayed) that in some way related to whether the label we chose
Was correct...

J
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Taxonomy by Inductive Principle

Empirical Risk Minimization (ERM)
min%én L(y, f(x,w)), f(x,w)lA

Structural Risk Minimization (SRM) .
min(Z& L(y, f(x,w))+F (h));

w,h n i=1

fox,w)l A, AT AT .1 AT .., Kgh

complexity”

Minimum Description Length

¢(D,H)=/¢(D|H)+/(H) b min(één‘ L(y., f(X,,w))+F(w))

w i=1

Bavesian Estimation
P(x|C) =f P(xjg) p@|C)dg P min(%é Ly, f (X, w)) +F(P(w)))

i=1

J
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Taxonomy by Learning Objective

Classification

L(y1 f (X’W)) :1_8(y1 f (X,W))

e Regression

L(y, f(x,w)) =(y- f(x,w))*

Density Estimation
L(T (x,w)) = - log(f (x,w))

Clustering/V ector Quantization

L(f(x,w)) =(x- f(XxX,w))>(x- f(x,w))
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The Lay of the Land

find f (or w)=arg min(lé L(y

f (orw)

— Classification

—| Regression

— Density Estimation

n

Supervised

Transductive

Unsupervised

T (X, w))+F)

— Vector Quantization/Clustering

Realnforcement

Regularization

J
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Class Priors

Making a decision about observation X is finding a rule that says:
If Xxisinregion A, decide a, iIf Xisinregion B, decideDb...

C
W - sateof nature W :{Wi}i:1
P(W) - Prior probability Shorthand P(w,) © P(w =w,)
S
a Pw,) =1
=1
Poor man’ s decision rule:

Decide W, if P(w,)>P(Ww,) otherwise W,

J
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Class-Conditional Density

p(x|w) - class-conditiona density function
¥

OP(xX|w,)dx =1
Y,
P(X|W) - density for x given that the nature isin the state W

How do we decide which

class x came from?

Deciding on thisis not fair
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Joint Density

\

P(X,w) = p(X|w)PW) - joint density function

Good — It isfair

P(w,)=0.2 P(w,)=0.8

Bad — not very convenient.

Thisrelates to the measurement
probabilistically, we need a function!
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BayesRule and Posterior

\

We want a probability of w for each valueof x: P(w | X)

Notethat P(X,w) = p(X|w)PW)=PWw |[x)p(x) P

likel i\hood pr |Oor

Bayesrule

N / _—
b | pw | x) = PXIW)PW)
/ P(X) "
posterior evidence

Continuum of binary distributions | %\

GE}
i
o7 -
LB -
—
Tiha|
04|
o3} \
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Marginalization
4 )
BayesRule: how to convert prior to posterior by using measurements:

([ x) = PXIW)PW)

p()
What is p(x)?
POJ=a P(xW) =8 P(x|w)PW,)

Or, more generaly:

p(X)= OP(X, y)dy - marginalization

- J
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Making Decisions

‘With posteriors we can compare class probabilities

Intuitively:

w = arg max ( p(w, | x))

What is the probability of error? J \ —

i plw,|x) if wechoosew,
p(error | X)=j |
i pw, |x) if wechoosew,

P(error) = gP(error, x)dx = gP(error | x) p(x)dx

J
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Errors

-
How bad is a decision threshold?

P(e)=P(xi R.w,)+P(xi R,w,) -

0,06

D00 |

Recal that P(al A) = ¢yp(a)da b

al A

P(e) = g p(x,w,)dx+ @ p(x,w,)dx =

X R X R, /

= O P(X|wW,)Pw,)dx+ ¢ p(x|w,)P(w,)dx
A1 R Xl R

- J
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BayesDecision Rule

Tominimize P(error)= gP(error | x) p(x)dx

we need to make P(error|x) as small as possible for all x

3

min| P(error)| = gmin ‘P(error | x)| p(x)dx

e = OTIN[PO, 1), P, )] PO
R

Decide w, if P(w, | X) >P(w, | X); otherwise w,

Bayes decisionrule:

J
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BayesDecision Rule
4 )
For Bayes decision rule (back to the 1st example):

1

0.9

picorr|x)

pierror|x)

-10 ] 0 3 10 15
x

= R, —region where we always choose w,

= R, —region where we always choose w,
- J
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L oss Function

{Wl,wz,...,wc} - et of classes
{al,az,...,aa} - set of actions

L@@, |Wj) - Loss function, penalty sustained for taking
/A an action o; when the state of nature is w,

We make this up

For x| R conditional risk for taking an action o in w; isthe
expected (average) loss for classifying ONE x:

R@, [ =4 L@, [w)Pw, %)

J=1

J
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BayesRisk
4 )
We will seealot of x—es. To see how well we do, Weaverageagain'

R=R(@; [¥) p(x)ax = oea L@, [w;)P(w, |><)uIO(X)OIX

ej-=1

= 68 L(a, Iw)) pw,  X) gox

€=l U,

Thisis exactly the expression for expected risk from before

Similarly to the earlier argument about P(error):

min[R] = gmin[ R, | X)] p(x)dx = R" - Bayesrisk

- J
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Quick Summary

L@ [w))

- loss

R@; [x) = E,, 8L@; [w,)f - conditional risk (expected loss)

R=E[R(@, )]

R =min|[R]

- total risk (expected cond. risk)

- Bayesrisk (minimum risk)

J
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Minimum Risk Classification
4 )
Two classes and a simple action: -

a; - decideto choose w;
l, =L@, [w,)

w ={w,,W,}

Then:
‘:, R(al | X) = IllP(Wl | X) +|12P(W2 | X)
i R@, | x) =1,P(w, [x)+1,,P(w, | X)

Obvious decision — decide in favor of the class with minimal risk:

R@, [X) < R(@, X

- J
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Likelihood Ratio Test

-

Rewriting R(a|X)’'s

(|21 B |11)P(W1 | X)V\%(IlZ ) Izz)P(Wz | X) p

(|21 ) |11) p(x |W1) P(Wl)vv\%(llz B |22) p(x |W2)P(W2) p

“ Class moddl”

“ Class prior”

N

\p(xlwl) Vﬁ (|12'|22)P(W2)
p(X|W2) Wz (|21' |11)P(W1)

I

Likelthood Ratio Test

J
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LRT Example

 You are driving to Blockbuster’ s to return a video due today
e It IS5 min to midnight

e You hit ared light

* Y ou see acar that you 60% sure looks like a police car
 Traffic fineis$5 AND you are late

* Blockbuster’s fineis $10

Should you run the red light?

J
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Minimum Risk

P(police|x) =0.6

You pay
\ police not police
run $15 $0
not run $10 $10

— L

P(police|x) =0.4

_a@5 05
- &0 10,

f R(run|x) =1,,P(police| x) +1,P(police| x) =$9

|
f R(wait | x) =1,,P(police|x) +1,,P(police| x) =$10

Therisk is higher if you wait
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LRT Way

Pipofice) = 0.300000)

1 15
0.8
08
?_..\
d
| S0
a_ 0
06 =
E =
b= =
=05 '
H _ =
e a1 = police =,
04 &
T sl
0.3 =
B

oz a = NOT police Threshold
01 R R i e s L S e LU e |
% 1 2 3 4 5 8 7 8 9 0 OK : WA I T
0 L] 1 4 5 / i0

“ " .l| b
A= F”."M-'l."-!.'Tl:’-'--'s'.‘:i X = ll"-'”-"fd-'('!.'?l:’"--'s'.‘.:

Let’s say we have this “policeness’ feature Decision threshold

p(X|W1) Vi (|12'|22)P(W2)

p(X|W2) e (|21' |11)P(W1)

J

Fall 2004 Pattern Recognition for Vision



LRT Example

pix|police) / pfx NOT police)

—
=

Lol

Threshold

Pipolicel = 0.50000)

Fypodicel = 0.Q00000)

-
o

pixlpolice) / pa NOT police)

5l
Thresd
% i 4 5 G 10
x = "policeness” x = "poltceness”

Threshold is dependent on priors

p(X|W1) Vi (|12'|22)P(W2)

p(X|W2) e (|21' |11)P(W1)

J
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LRT Example

el / pfa NOT police)

pix|polic
Lol

Pipolicel = (.300000) DVE giveaway: |, = -3

5 ¢
L_aé 0

Threshold

10 10

OK AWAIT| |

) pia NOT police)

pix|police) / pla NOT police
—h
wm

Threshold is dependent on loss WAIT
p(X |W1) Vg (|12 - I22) P(Wz)
p(x |W2) e (|21 B |11) P(Wl)

J
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Minimum Error Rate Classification

4 I
Let's ssmplify the Min. Risk classification:
& 1 16
L=¢l - 1] - zero-one loss, just counts errors
él 1 0y

Then the conditional risk becomes:
C
(o)
R@, [x)=a L@, |w,)Pw, [x)
j=1

=& P, |x)=1- P(w, |X)

|lj1i

So, w; having the highest value of the posterior minimizes the risk:

P(w. | X) >IP(Wj IX) "J11 | -goodol’ Bayesdecision rule

- J
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Minimax Criterion
4 )
|s there a decision rule such that the risk is insensitive to priors?

R= JL.PW, | %) +1,PWw, | x)]dx
: + 1P, %) +1,,P(W, | X)] dx

R2
After some algebra:

R(PW,)) =l + (12 - 15,) Qp(X|wp)dx+ P(w,) T(T)
R

Minimax risk
Goal —find the decision boundary T, such that f(T) isO.

At the boundary for which the minimum risk is maximal therisk is

Independent of priors.
- J/
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Messy Illustration of the Minimax Solution

R__+P(w,)f(T) -cannotbesmaller than Bayesrisk

[ R(P(w,))

i Ryt PO

Worst possible Bayesrisk is independent of pri orsj
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Discriminant Functions and Decision Surfaces

/Di scriminant functions conveniently represent classifiers:
C ={0:(X), 9,(X),...9,(X)}

w, i =argmax (g (X))

s (0=-R@, %)
g, (X) = P(w, [X)

g;(X) =In p(x|w,) +InP(w,)

DiscriminantsDO NOT have to relate to probabilities.

J
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Discriminant for Binary Classification

/For two-class problem:
g(x) = gl(x) B gz(x)
Then (assuming that classes are encoded as -1 and +1):

w; =sign(g(x))

Eg g(x) = P(Wl | X) ) P(Wz |X)

px|W,) , - PW,)

909 =iy " Pw,)

Fall 2004 Pattern Recognition for Vision



Boundary for Two Normal Distributions

-

N
If we assume a Gaussian for a class modd:
1 206 m)TSE 0 m)
X|w.) = 2
p( | I) (2p)d/2 |SI |1/2
... and the minimum error rate classifier:
g;(x) = In[ p(Xlwi)P(Wi)] =
=~ (0 m) S x- m))- Ing@0)*"2|S, P2+ InPgw)
J
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Boundary Between Two Normal Distributions

-

Discriminant (after some algebra):

g(x) = g,(X) - g,(X) == x"Wx+wx+w, - quadratic

1

where W = - E(Sil - 5'21) - amatrix
w=S'm- S,'m, - avector
W, =... well, therest of it - ascalar

Special cases.

DS =S, P W=0bP g(x)- linear

e u
) S =sl b W=gr . _1¢
&5, 25,

\

| =s 1 P g(x)- acircle

J
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Evaluating Decisions

-

\

N
|s 70% classification rate good or bad?
ey 70% = BAD | 70% = GOOD
Discriminability:
4o M- my
S
High d' means that the classes are easy to discriminate. )
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ROC

e ~

We do not know M, m,,S

but we can get:

P(x>X" |xT w,) - probability of hit —=—" .
P(x>X"|xT W,) - probability of false alarm
X

P(X< X W,) - probability of miss

P(x< X |xI w,) - probability of correct rejection

Each x* corresponds to a point on hit/false alarm plane.
Thisis called an ROC curve

- J
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ROC Curve

'

i i i i i i i
0 0.1 02 0.3 0.4 05 0.8 0.7 0.8 0.8 1
Pix>x¥a=m )

]
Pt
R}

[ a 5 ] ] 1
fur e P ET j
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Reality

4 N

In practice, it is done for a single parameter

Using the data for which true w is known:

e |dentify a parameter of interest

o |dentify the parameter range

o Vary the parameter within the range

« Compute P(hit) and P(false_alarm) empirically for each value

It tells us how well the classifier can deal with the data set.

- J
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Homework — Part |

« A “chance’ puzzle

— Try to solveit
— Understand the solution
— Smulatein Matlab

Build an ROC curve

— Almost likein class
— Can you implement it efficiently?

J
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