Game Theory 14.122: Handout #1
Finding PBE in Signaling Games

1 General Strategy

In a 2 x 2 signaling game, there can be any or all of the following Perfect Bayesian
Equilibria (PBE): both types of Player 1 may play pure strategies in equilibrium

(if they play the same strategy, we say it is a pooling equilibrium; if they differ,

we say it is a separating equilibrium); one type of Player 1 may play a pure
strategy while the other plays a mixed strategy (leading to a semi-separating
equilibrium); or both types of Player 1 may play mixed strategies. (We won't

deal with the latter case.)

When looking for a PBE...

1. Decide whether you're looking for a separating, pooling, or semi-separating
equilibrium.

2. Assign a strategy (a message for each type) to Player 1; make sure it is
not strictly dominated.

3. Derive beliefs for Player 2 according to Bayes' rule at each information set
reached with positive probability along the equilibrium path. Set arbitrary
beliefs for Player 2 at information sets that are never reached along the
equilibrium path.

4. Determine Player 2’s best response.

5. In view of Player 2’s response, check to see whether Player 1 has an in-
centive to deviate from the strategy you assigned her in any state of the
world (in other words, for all types of Player 1). If she does not, you have
found a PBE. If she does, this is not an equilibrium return to step 2 and
assign Player 1 a different strategy.

6. Once you have exhausted all possible strategies within an equilibrium
subset, return to step 1 and select a different type of PBE.



2 Example

Nature moves first. With equal probabilities, Nature assigns Player 1 type
t € {t1,t2}.

Player 1 knows her type, and chooses whether to play L or R.

Player 2 does not know what player's 1 type is, but he sees whether she
plays L or R. He chooses U or D.
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Figure 1: Game

The extensive form of the game and its payoffs are presented in Figure 1.
For example, if Player 1 is of type t; and plays R, and Player 2 plays U, the
payoffs are 5 to Player 1 and 4 to Player 2.

Note that if Player 1 is of type {; and plays R, and Player 2 plays U, the
payoff to Player 1 is x. Different values of x will be used at different points.

Note also that for Player 1 of type t;, R strictly dominates L: playing L,
she will always get 2; playing R, she will get at least 3. This means that in
any PBE, type t; will always play R. This is intended to simplify the search for
equilibria by eliminating half of the possible equilibria of each type (more than
half of the semi-separating equilibrium possibilities). In a more general set up,
these additional possibilities would need to be explored.



3 Finding a Separating PBE

3.1 Player 1 Strategy

Assume for now that x = 2.

In a separating PBE, each Player 1 type chooses a different message, so that
the message perfectly identifies the player type. There are only two possibilities
for separating strategies for Player 1. One possibility is that type 1 will choose
R and type 2 will choose L. The other possibility is that type 1 will choose L and
type 2 will choose R. If either type has one message which strictly dominates
the other, that type of Player 1 will never play the dominated strategy, so the
selection of strategies to test is simplified. In this case, because for type £;, R
strictly dominates L as explained above if there exists a separating PBE, it
must be that type 1 plays R and type 2 plays L. In other words,

R if t =t

) =9 L ift =t

3.2 Beliefs for Player 2
Let ;. (¢;|A) be the probability Player 2 assigns to type i after observing action
A

If Player 2 sees that Player 1 plays L (in other words, in the left-hand
information set) she will assign probability 1 to type 2. If she sees Player 1 play
R, she will assign probability 1 to type 1. These are the only beliefs consistent
with Bayes’ rule, because both the left-hand and the right-hand information
sets are reached with positive probability along the equilibrium path.

To see this, recall Bayes' rule:

PRI P (t) _ P (RIt) P (t1)
# IR = TP Pl + PR P @)

We know from the structure of the game that
P (t1) = P (¢2) = 0.5. By construction (the assignment of Player I's strategy
above) we know that

P(RJt1) =1

and

P (R|t2) = O.

Plugging in and solving, we get
H (tl lR) =1

(and therefore, p (t2|R) = 0).

In the same way, we solve for p (t; |L)= 0.
3.3 Best Response for Player 2
3.3.1 Against R

Player 2’s expected utility from playing U and D at the right-hand information
set, respectively, is



EU, (U,R) = p(t1|R) Uy (U, Rst1) + p (82| R) « Uy (U, Rit2) = 4
and

EUz ©. R) = p (t1)R) * Uz @, R; t1) + g (t2|R) = U (D, Rit) = 1.
Therefore BR; (R) = U.

3.3.2 Against L

EU, (U, L) = p(t|L) * Uy (U, Lit1) + p (t2]L) = Ua (U, L;ta) = 0.
EU, ©, L) = p (t1|0)* Uz ©, L t1) + p (t2|L) ~ Ug (D, L; t2) - 1.
Therefore BRy (L) = D.

3.4 Is this an Equilibrium?

Since Player 2's beliefs are Bayesian by constrution, and Player 2's strategy is
a best response given those beliefs, this is an equilibrium if and only if neither
type of Player 1 has an incentive to deviate.

We already know that type ¢; will not deviate, because for her R strictly
dominates L.

Type t2 will follow the assigned strategy as long as the payoff it yields is at
least as high as the one she would get if she deviated.

Type t»’s payoff along the equilibrium path is U (L, D; t5) = 2.

If she deviated and played R instead, Player 2’s beliefs would continue to be
as above; in other words, he would believe, upon seeing R played, that Player 1
was of type t1 with probability 1, and would therefore play U. Player I's payoff
from deviating would therefore be U; (R, U; t2) = 2 = 2. Since this is no higher
than her equilibrium payoff, she will not deviate.

Since neither type of Player 1 will deviate, the beliefs derived above are
correct, and the following is a PBE:

R if t=1
Ul(t)={ Lif t = ¢
if a;=R
oz (a1, p (a1)) = { g if ai =L
and (t1|R) 1
Al

MO = umin) )= o

Note that the beliefs are an integral part of the equilibrium; these beliefs
support the equilibrium strategies. If Player 2 had different beliefs, his optimal
strategy might be different.

3.5 Comments

1. If type t; did not have a dominant strategy, we would have to also check
whether a separating equilibrium in which type ¢; plays L and t; plays R.

Exercise 1 Suppose x = 4. Show that no separating equilibrium exists.



4 Finding a Pooling PBE

4.1 Player 1 Strategy

Assume, as before, that z = 2.

In a pooling PBE, both types of Player 1 choose the same message, so that
they cannot be distinguished on the basis of their behavior. There are only
two possibilities for separating strategies for Player 1: play R always, or play L
always. In this case, because for type ¢, R strictly dominates L  as explained
above if there exists a pooling PBE, both types of Player 1 must play R:

[ R if t=t
‘”(t)‘{R if t = t

4.2 Beliefs for Player 2
If Player 2 sees that Player 1 plays R =along the equilibrium path = Bayes' rule
applies:

_PBlt) P () _ P (R[t)) P (t)
p (lR) = Pl(R) - = P(R|t1)P(t1)1+ P(]R|t2)P(t2)

We know from the structure of the game that P (t1) = P (t;) = 0.5. By
construction (the assignment of Player I's strategy above) we know that

P (R|t;)=1
and
P (Rts) = 1.

Plugging in and solving, we get

i (t1]R) = p (t2|R) = 0.5.

If, however, Player 1 plays L, which never occurs along the equilibrium path,
Bayes’ rule does not apply:

B (0 1) # ZEGEG)

because P(L) = 0. In this case, we get to arbitrarily assignment beliefs.
It is not possible at this point to know what, if any, beliefs regarding off-
equilibrium path behavior will sustain a pooling equilibrium. So for now assume
that p (t1]L) = A€ [0, 1].

4.3 Best Response for Player 2
4.3.1 Against R

Player 2's expected utility from playing U at the right-hand information set is
EU> (U, R) = p(tl|R) » Ua(U, Byt1) + p (82|R) « Uz (U, R;t2) = 2.
Similarly,

EUs (D, R) = gt (t1|R) x U2 (D, R; t1) + p (t2| B) s Ua (D, R; t2) = 1.
Therefore U dominates D, and Player 2 will always respond to R with U:
BR; (R) = U.



4.3.2 Against L

EUs (U, L) = p(t1lL) » Uy (U, Lit1) + p (t2]L)« Up (U, Lita) = A
EU; O, L)=pu($11L)* Uy O, L; ta) + pu (t2|L)* Uy D, L; t2) =1 = A,
Which is the best response therefore depends on the beliefs of Player 2:
U if A\ > 05
BRy (L) = D if A <05 '
qU+(1-¢)Di f A=05 (g€ [0,1])

4.4 1s this an Equilibrium?

Since Player 2's beliefs are Bayesian by constrution, and Player 2's strategy is
a best response given those beliefs, this is an equilibrium if and only if neither
type of Player 1 has an incentive to deviate.

We already know that type ¢; will not deviate, because for her R strictly
dominates L.

Type ty will follow the assigned strategy as long as the payoff it yields is at
least as high as the one she would get if she deviated.

Type t5’s payoff along the equilibrium path is U; (R, U;t2)= z = 2. If she
deviated and played L instead, Player 2's off-equilibrium path beliefs would kick
in.

If A < 0.5, he would play D, and Player I's payoff from deviating would
therefore be U; (L, D; t2) = 2. Since this is no higher than her equilibrium
payoff, she will not deviate. This would therefore be an equilibrium.

If A > 0.5, he would play U, and Player I's payoff from deviating would
therefore be U; (L, U; t3) = 4, which is higher than her equilibrium payoff.
She will deviate, which means the strategies reassigned her will not hold up as
equilibrium strategies under the specified beliefs.

If A = 0.5, Player 2 is indifferent between U and D, and may play any
(possibly degenerate) combination of the two. Because the expected payoff to
Player 1 from any non-degenerate mixture by player 2 is strictly greater than
2 (the equilibrium payoff she gets), the belief A = 0.5 can be sustained in
equilibrium only if g, the probability that Player 2 plays U, is 0.

Summarizing, the following are pooling PBEs of this game:

R if t=1¢t
o) =y R ift = t)
U i a1=R
o2 (ah/J’(a’)):{ D i ai:L
and (t11R)
= (HhIR ) =< 05 ) 0<A<05.
)u(a‘l) ﬂ(tllL) A s =~ >~

Although the equilibrium strategies are uniquely defined, the above repre-
sents a continuum of equilibria in which A takes on values along [0,0.5].



4.5 Comments

1. This example serves to illustrate the importance of off-equilibrium path
beliefs. If A > 0.5, Player 2's off-equilibrium path behavior would change.
Because in equilibrium Player 1 knows Player 2's strategy (both on and
off the equilibrium path), this changed in Player 2's strategy would change
Player I's best response, and the equilibrium reconstructed would crumble.

2. If type t; did not have a dominant strategy, we would have to also check
whether a pooling equilibrium in which both types of Player 1 play L
exists.

Exercise 2 For what, if any, values of x does no pooling equilibrium exist?

5 Finding a Semi-Separating PBE

5.1 Player 1 Strategy

Continue to assume that x = 2.

In a semi-separating PBE, one type of Player 1 plays a pure strategy while
the other plays a mixed strategy. As a result, Player 2 is able to imperfectly
update his prior beliefs about Player I's type. Contrast this with the case of
a pooling equilibrium, in which no updating is possible (the posterior belief
along the equilibrium path are the same as the priors), and with a separating
equilibrium, in which updating is perfect (in each information set correct beliefs
place probability 1 on one type and probability O on the other). For example,
suppose all smart types go to MIT, while dumb types may go to either Harvard
or MIT. Then if you observe someone going to Harvard, you know she’'s a dumb
type, but if you observe someone going to MIT you cannot tell whether he is
smart or dumb.

In a2 x 2 (2 players, 2 pure strategies for each) game of the type with which
we're concerned there are four possible semi-separating equilibria. If Player 1
of type t; mixes L and R, Player 1 of type ¢, could potentially play only R or
only L. Similarly, if it is type t3 which is mixing, type t; could play either L all
of the time or R all of the time. Again, having R strictly dominate L for type
t, greatly simplifies things in our example, because she can neither makes nor
play L only. Therefore, if there is a semi-separating equilibrium in this game, it
must take the form that Player 1 of type t; plays R exclusively, and Player 1 of
type iy mixes L and R. The only uncertainty regards the mixing probabilities
for type ty. For now, to be completely general, let the strategy be

R ift=t1
o1 (t) - { pL+(1=p)R if t = 1, ' PEOIL



5.2 Beliefs for Player 2

Because both L and R are played with positive probability along the equilibrium

path, Bayes' rule applies in both information sets for Player 2.
¢ |R) P(R|t1)P(t1) P(R[t1)P(t1) 0.5 1
(t P(Ry™ " P(RIt1)P(t1)+P(R[t2)P(t2) = 05+0.5(1--p) = 2-p°
p(t:|L) = 0.

5.3 Best Response for Player 2
5.3.1 Against R

EUs (U, R) = p(t1|R) * Uy (U, Ry t1) + p (t2| R) » Uy (U Rity) = 35
EU; D, R) = 4 (t1|R) * Uy @, R; t1) + p (t2|R) = Uy (D, R; t ) L.
Therefore BR; (R) = U

5.3.2 Against L

EU; (U, L) = p (t1|L) * Ua (U, Ly ta) + p (t2|L) » Uz (U, L; t) =
EU; (O, L) = p(t4|L) * U2 D Lit1) 4+ p(t2]L) * U2 (D, Lits) = 1.
Therefore BR2 (L) =

5.4 Is this an Equilibrium?

Since Player 2's beliefs are Bayesian by constrution, and Player 2’s strategy is
a best response given those beliefs, this is an equilibrium if and only if neither
type of Player 1 has an incentive to deviate.

We already know that type £; will not deviate, because for her R strictly
dominates L.

Type £y will follow the assigned strategy as long as she is exactly in different
between playing L and playing R if she is not, she will deviate and always
play the strategy which yields the highest payoff.

Type ty's payoff along the equilibrium path is U (R, U; t2) = x = 2 if she
plays R, and U;{L, D; t3) = 2 if she plays L. So she is indifferent, which means
she is willing to play a mixture strategy, so Player 2's beliefs are correct.

Summarizing, the following are semi-separating PBEs of this game:

R if t = t1
Ul(t)={pL+(l-p)R if t o=ty €(0.1)
U if a R
o2 (a1, p(a1)) = { D if all L

o= (29)- (%)
5.5 Comments

1. Notice that in this case, because the semi-separating equilibria are sup-
ported by (almost) the entire unit interval, the separating equilibrium is



simply the limit of the semi-separating equilibria as p — 1. The pooling
equilibria are not obtained by taking the limit as p — 0 because Bayes’
rule fails to apply in that case.

2. If type t, did not have a dominant strategy, we would have to also check
whether any (or all) of the other three possible configurations of a semi-
separating equilibrium work in this case.

Exercise 3 Suppose U, (U, R; t1) = 1.5 (instead of 4 as in the diagram). What
(if any) res rictions would this put on the semi-separating equilibrium?

Exercise 4 Suppose x = 1. For what, if any, values of U, (U7 R; t1) is there
a PBE in which both types of Player [ play mixed strategies? Note that «f
Uy (U, R; t1) < 2 then Player 1 of type ¢; no longer has a strictly dominant
strategy.





