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14.30 Exam 2 
Spring 2008 

Instructions: This exam is closed-book and closed-notes. You may use a calculator. Please read 
through the exam first in order to ask clarifying questions and to allocate your time appropriately. In 
order to receive partial credit in the case of computational errors, please show all work. You have 
approximately 85 minutes to complete the exam. Good luck! 

1. (24 points) Short Questions 

Don’t spend much time on these questions, a short answer to each suffices. 

(a) Given a random variable X, define the standardization Z of X and derive its variance. 

(b) Suppose X̄ 
25 is the mean of a sample of n = 25 i.i.d. observations with Xi ∼ N(1, 4). What is the 

probability that the sample mean X̄ 
25 is between 0.5 and 1.5? 

True/false/uncertain: Give a brief explanation (preferably using some algebra) if true, or try to correct 
the statement if false. 

(c) Flights operated by Phoenix-based Sunshine Airlines have longer average delays at every major 
airport in the US than Seattle-based Air Grey Skies. Therefore, the expected delay of a randomly 
chosen flight by Sunshine Airlines is longer than that of a randomly chosen Air Grey Skies flight. 

(d) The Central Limit Theorem says that in a large sample of i.i.d. observations X1, . . . , Xn, the Xi’s 
approximately follow a normal distribution. 

2. (20 points) 

Suppose X and Y are random variables which are not necessarily independent, and 0 ≤ p ≤ 1 

(a) Using only the definitions of variances and covariances, show that 

Var(pX + (1 − p)Y ) = p 2Var(X) + 2p(1 − p)Cov(X, Y ) + (1 − p)2Var(Y ) 

(for this problem, you are not supposed to use properties of variances derived in class). 

(b) What is the variance of pX + (1 − p)Y in terms of the variances of X and Y and the correlation 
coefficient �(X,Y )? 

(c) Suppose Var(X) = Var(Y ). Is the variance of pX + (1 − p)Y greater or less than that of X? 

(d) Now suppose that X and Y are scores from two different Math tests. You are interested in some 
underlying ”math ability”, and the two scores are noisy (and possibly correlated) measurements 
with E[X] = E[Y ] = µ, Var(X) = σ2 , Var(Y ) = σ2 , and Cov(X, Y ) = σXY . Instead of using only X Y 
one of the measurements, you decide to combine them into a weighted average pX + (1 − p)Y 
instead. What is the expectation of this weighted average? Which value of p minimizes the 
variance of the weighted average? 
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3. (10 points) 

(a) According to Chebyshev’s Inequality, how does the probability of the event (	 > ε)

relate to the variance Var(X) of the random variable X? 

|X − E[X]|


(b) You and your friend are planning to meet on Inman Square at 7:30pm. Both of you try to be on 
time, and the times at which each of you arrives are independent of another. Also assume that the 
standard deviation σ of the arrival time (measured in minutes) is the same for both of you. What 
can σ at most be so that with probability of at least 92 percent, none of you has to wait for the 
other for more than 10 minutes? 

4. (21 points) 

You are working with a supercomputer back in the 1960s which operates using punch cards. For this 
type of machines, a piece of code is punched into the cards, where a bit is read as ”1” if a hole is 
stamped out in the corresponding position on the card, and otherwise it’s read as ”0”. 
Before you feed the code into the computer, another machine has to copy it on a different format of 
punch cards. This process does not work entirely error-free, and for a code of length n bits, the number 
X of copying errors is distributed as a Poisson random variable with arrival rate λ = n , i.e. 
X ∼ P 

� 
50000 

�
.	

50000 
n 

(a) One way of thinking about the problem is as follows: when copying a code of n bits, for every bit, 
there is a constant, but small, probability p that the copying machine flips a zero for a one and 
vice versa. If the copying errors are independent across different bits, what is the distribution of 
the number of errors? If n is very large, what justifies the use of the Poisson distribution 
suggested above instead? - please be as precise as you can. 

Now suppose the only copying error the machine can make is not to punch out the positions 
corresponding to ”1”s properly, e.g. because a piece of cardboard remains stuck in the hole, so that the 
computer will read it as a ”0” instead of a ”1”. On the other hand all ”0”s will be copied correctly. 
We’ll assume that in a code of length n, the number of ”1”s Y follows a binomial distribution with the 
probability of a ”1” being p = 2

1 . 

(b) Derive the expectation and the variance of the number X of copying errors for a code of length n. 
Show your work. Hint: Remember that for a Poisson random variable X with arrival rate λ, the 
p.d.f. is given by 

λx e−λ� 
x! for x = 0, 1, 2, . . . 

fX (x) = 
0 otherwise


and E[X] = Var(X) = λ.
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5. (15 points) 

Suppose, X ∼ U [0, 1] is uniformly distributed on the interval [0, 1], and Y has p.d.f. 
� 

λeλy if y ≤ 0 
fY (y) = 0 otherwise 

Give a function u( ) such that Y = u(X) (hint: what is the c.d.f. of Y ?).·

6. (10 points) 

Suppose Var(X) = Var(Y ) = 1 and E[X] = 2 and E[Y ] = 1, and the correlation coefficient is 
�(X,Y ) = 13 . What is the expectation of the squared difference between the two random variables, 
E[(X − Y )2]? 
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Source: B. W. Lindgren, Statistical Theory (New York: Macmillan. 1962), pp. 392-393.
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