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Lecture Notes 14 
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Conditional Expectations 

Example 1 Each year, a firm’s R&D department produces X innovations according to some random 
process, where E[X] = 2 and Var(X) = 2. Each invention is a commercial success with probability 
p = 0.2 (assume independence). The number of commercial successes in a given year are denoted by S. 
Since we know that the mean of S ∼ B(x, p) = xp, conditional on X = x innovations in a given year, xp 
of them should be successful on average. 

The conditional expectation of X given Y is the expectation of X taken over the conditional p.d.f.: 

Definition 1 

E[Y X] = � ∞ 
yfY |X(y|X) if Y is discrete y 

yfY |X(y X)dy if Y is continuous 
|

−∞ 
|

Note that since fY |X(y|X) carries the random variable X as its argument, the conditional expectation is 
also a random variable. However, we can also define the conditional expectation of Y given a particular 
value of X, 

yfY |X(y x) if Y is discrete y
E[Y X = x] = � ∞ 

yfY |X(y

|
|x)dy if Y is continuous 

|
−∞ 

which is just a number for any given value of x as long as the conditional density is defined. 
Since the calculation goes exactly like before, only that we now integrate over the conditional distribution, 
won’t do a numerical example (for the problem set, just apply definition). Instead let’s discuss more 
qualitative examples to illustrate the difference between conditional and unconditional examples: 

Example 2 (The Market for ”Lemons”) The following is a simplified version of a famous model for 
the market for used cars by the economist George Akerlof. Suppose that there are three types X of used 
cars: cars in an excellent state (”melons”), average-quality cars (”average” not in a strict, statistical, 
sense), and cars in a poor condition (”lemons”). Each type of car is equally frequent, i.e. 

1 
P (”lemon”) = P (”average”) = P (”melon”) = 

3 

The seller and a buyer have the following (dollar) valuations YS and YB, respectively, for each type of cars: 

Type Seller Buyer 
”Lemon” 5,000$ 6,000$ 
”Average” 6,000$ 10,000$ 
”Melon” 10,000$ 11,000$ 
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The first thing to notice is that for every type of car, the buyer’s valuation is higher than the seller’s, so 
for each type of car, trade should take place at a price between the buyer’s and the seller’s valuations. 
However, for used cars, quality is typically not evident at first sight, so if neither the seller nor the buyer 
know the type X of a car in question, their expected valuations are, by the law of iterated expectations 

E[YS ] = E[YS ”lemon”]P (”lemon”) + E[YS ”average”]P (”average”) + E[YS ”melon”]P (”melon”) | | |
1 

= (5, 000 + 6, 000 + 10, 000) = 7, 000 
3

E[YS ] = E[YB ”lemon”]P (”lemon”) + E[YB ”average”]P (”average”) + E[YB ”melon”]P (”melon”) | | |
1 

= (6, 000 + 10, 000 + 11, 000) = 9, 000 
3

so trade should still take place.

But in a more realistic setting, the seller of the used car knows more about its quality than the buyer

(e.g. history of repairs, accidents etc.) and states a price at which he is willing to sell the car. If the

seller can perfectly distinguish the three types of cars, whereas the buyer can’t, the buyer should form

expectations conditional on the seller willing to sell at the quoted price.

If the seller states a price less than 6, 000 dollars, the buyer knows for sure that the car is a ”lemon”

because otherwise the seller would demand at least 6, 000, i.e.


E[YB YS < 6000] = E[YB ”lemon”] = 6000 | |
and trade would take place. However, if the car was in fact a ”melon”, the seller would demand at least 
10, 000 dollars, whereas the buyer would pay at most 

E[YB|YS ≤ 10, 000] = E[YB] = 9, 000 < 10, 000 

so that the seller won’t be able to sell the high-quality car at a reasonable price.

The reason why the market for ”melons” breaks down is that in this model, the seller can’t credibly

assure the buyer that the car in question is not of lower quality, so that the buyer factors the possibility

of getting the bad deal into his calculation.


Example 3 In this example, we are going to look at data on the 2008 presidential nominations from the

IEM Political Markets, an internet platform in which people bet on future political events (the data can

be obtained from

http://www.biz.uiowa.edu/iem/markets/data nomination08.html).

The market works as follows: for each political candidate i, participants can buy a contract which pays


1 dollar if candidate i wins nomination 
Yi = 

0 dollars otherwise 

At a given point in time t, participants in the market have additional outside information, which we’ll 
call Xt, as e.g. the number of delegates won so far, the ”momentum” of a candidate’s campaign, or 
statements by staff about the candidate’s campaign strategy. 
Given that additional information, the expected value of the contract is 

E[Yi|Xt = x] = yifYi|Xt 
(yi|x) = 1 · P (Yi = 1|Xt = x) + 0 · P (Yi = 0|Xt = x) = P (Yi|Xt) 

yi 

In other words, the dollar amount traders should be willing to pay for the contract for candidate i equals 
the probability that i wins his/her party’s nomination given the available information at time t. 
Let’s look at the prices of contracts for the main candidates of the Democratic party over the last 3 
months: I put three vertical lines for 3 events which revealed important information about the candidates’ 
likelihood of winning the Democratic nomination: 
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•	 the Iowa caucus in which Barack Obama won against Hillary Clinton by a significant margin 

•	 the New Hampshire primaries which were seen as Hillary Clinton’s ”comeback” after the defeat in 
Iowa 

•	 the primaries in Ohio and Texas, two major states which were won by Hillary Clinton 

We can see steep changes in the conditional expectations after each of these events, illustrating how the 
market updates its ”beliefs” about the candidates’ chances of securing their parties nomination. 
In Financial Economics, this type of contracts which pays 1 dollar if a particular state of nature is realized 
are also called Arrow-Debreu securities. 

An important relationship between conditional and unconditional expectation is the Law of Iterated 
Expectations (a close ”cousin” of the Law of Total Probability which we saw earlier in the lecture): 

Proposition 1 (Law of Iterated Expectations) 

E [E[Y X]] = E[Y ]|

Proof: Let g(x) = E[Y X = x], which is a function of x. We can now calculate the expectation |
� ∞	 � ∞ 

E[g(X)] = g(x)fX(x)dx = E[Y X = x]fX(x)dx 
−∞	 −∞ 

|

= 

� ∞ 

−∞ 

�
� ∞ 

−∞ 

y 
fXY (x, y) 

fX(x) 
dy 

� 

fX(x)dx 

� ∞ � ∞ 

= yfXY (x, y)dydx 
−∞ −∞ 
� ∞ � ∞ 

= y fXY (x, y)dx dy 
−∞ −∞ 
� ∞ 

= yfY (y)dy = E[Y ] 
−∞ 

Proposition 2 (Conditional Variance / Law of Total Variance) 

Var(Y ) = Var(E[Y X]) + E[Var(Y X)] | |

3 
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This result is also known as the ANOVA identity, where ANOVA stands for Analysis of Variance. In 
particular, since Var(Y |X) ≥ 0, it follows that 

Var(Y ) ≥ E[Var(Y |X)] 

which can, loosely speaking, be read as ”knowing X decreases the variance of Y .” 

Proof: We can rewrite 

� � � � � � �� 
Var(E[Y |X]) + E[Var(Y |X)] = E[E[Y |X]2] − (E[E[Y |X]])2 + E E[Y 2|X] − E E[Y |X]2 

= E[E[Y |X]2] − E[Y ]2 + E[Y 2] − E[E[Y |X]2] 

= E[Y 2] − E[Y ]2 = Var(Y ) 

where the first equality uses the property VarX = E[X2]−E[X]2, the second step uses the law of iterated 
expectations, and in the last step the first and last term cancel, which completes the argument � 

Example 4 Each year, a firm’s R&D department produces X innovations according to some random 
process, where E[X] = 2 and Var(X) = 2. Each invention is a commercial success with probability 
p = 0.2 (assume independence). The number of commercial successes in a given year are denoted by S. 

(a) Suppose we have 5 new innovations this year. What is the probability that S of them are commercial 
successes? - the conditional p.d.f of S given X = 5 is that of a binomial, so e.g. 

P (S = 2|X = x) = 
5
3

(0.2)3(1 − 0.2)2 ≈ 0.05 

(b) Given 5 innovations, what is the expected number of successes? - since S|X = 5 ∼ B(5, 0.2), we 
can use the result from last class 

E[S X = 5] = E[B(5, 0.2)] = 0.2 5 = 1| · 

(c) What is the unconditional expected value of innovations? - By the law of iterated expectations, 

E[S] = E[E[S X]] = E[pX] = 0.2E[X] = 0.2 2 = 0.4| · 

since we assumed E[X] = 2. 

(d) What is the unconditional variance of S? - Recall the law of total variance: 

Var(S) = Var(E[S X]) + E[Var(S X)] | |
= Var(Xp) + E[p(1 − p)X] = p 2Var(X) + p(1 − p)E[X] = 0.04 2 + 0.16 2 = 0.4· · 

This is an example of a mixture of binomials, i.e. conditional on X, we have a binomial distribution for 
S. We can then use the law of iterated expectations to obtain the total number of successes. 

Example 5 (IEM Political Markets, continued) If we look at the Republican primaries last year, much 
of the uncertainty already was resolved by Super Tuesday. Say, the conditioning variable Xt is the number 
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of pledged delegates by date t, we can compare the ”unconditional” means before the Iowa primaries to 
the ”conditional” means after Super Tuesday in light of the law of total variance, 

Var(Yi) = E[Var(Yi Xt)] + Var(E[Yi Xt]) | |

We can see that while before the Iowa elections, the E[Yi] for the main candidates were in an interme­
diate range from 10% to 40% with lots of variation. However, after Super Tuesday, prices (i.e. E[Yi Xt])|
moved close to 0 or 1, and the ”wiggles” have become really tiny. So, in terms of the conditional variance 
formula, the largest part of the ex ante variance Var(Yi) was uncertainty about the conditional mean after 
Super Tuesday, Var(E[Yi Xt]), whereas the contribution of the conditional variance Var(Yi Xt) seems to | |
be relatively small. 
If we compare this to the graph for the Democratic race, for the latter, there is still a lot of movement af­
ter Super Tuesday, so that conditioning on the number of pledged delegates Xt by Super Tuesday doesn’t 
take out much of the variance, i.e. Var(Yi Xt) is still considerably large. As an aside, an often cited |
reason why the Republican race was decided so much earlier is that in the Republican primaries, in each 
state, delegates are allocated not proportionally to each candidate’s vote share (which is the rule for most 
primaries of the Democratic party), but the winner-takes-all rule, so that even very close victories in the 
first primaries can get a candidate far enough ahead to make it extremely hard for competitors to catch 
up. 

2 Special Distributions 

In the lecture, we already saw three commonly used distributions, the binomial, the uniform and the 
exponential. Over the next two lectures, we are going to expand this list by a few more important 
examples, and we’ll start with the most frequently used of all, the normal distribution. 

2.1 Recap: Distributions we already saw in Class 

Definition 2 X is binomial distributed with parameters (n, p), X ∼ B(n, p) if its p.d.f. is given by 
⎧ 
⎨ n


px(1 − p)n−x if x ∈ {0, 1, . . . , n}
fX(x) = x 

⎩ 
0 otherwise 

5 
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We showed that for X ∼ B(n, p), 

E[X] = np 

Var(X) = np(1 − p) 

Definition 3 X is uniformly distributed over the interval [a, b], X ∼ U [a, b], if it has p.d.f. 

if 
fX(x) = b−

1 
a 

a ≤ x ≤ b 

0 otherwise 

Definition 4 X is exponentially distributed with parameter λ, X ∼ E(λ), if it has p.d.f. 

λe−λx if x ≥ 0 
fX(x) = 

0 otherwise 

2.2 Standardized Random Variable 

Sometimes, it is useful to look at the following standardization Z of a random variable X 

X − E[X]
Z := � 

Var(X) 

Using the rules for expectations and variances derived in the last couple of lectures, 

E[X − E[X]] 
E[Z] = � = 0 

Var(X) 

and 

Var(X) = 
Var(X − E[X]) 

= 
Var(X) 

= 1 
Var(X) Var(X) 

If we normalize random variables in this way, it’s easier to compare shapes of different distributions 
independent of their scale and location. 

2.3 The Normal Distribution 

The normal distribution corresponds to a continuous random variable, and it turns out that it gives good 
approximations to a large number of statistical experiments (we’ll see one example in a second, more on 
this when we discuss the Central Limit Theorem next week). 

Definition 5 A random variable Z follows a standard normal distribution - in symbols Z ∼ N(0, 1) - if 
its p.d.f. is given by 

2 z1 −fZ(z) = ϕ(z) := √
2π

e 2 

for any z ∈ R. Its c.d.f. is denoted by 

z 

Φ(z) := P (Z ≤ z) = ϕ(s)ds 
−∞ 

The c.d.f. of a standard normal random variable doesn’t have a closed-form expression (but can look up 
values in tables, also programmed in any statistical software package). The p.d.f. ϕ(z) has a characteristic 
bell shape and is symmetric around zero: 

6 
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2.3.1 Important Properties of the Standard Normal Distribution 

Property 1 For a standard normal random variable Z, 

E[Z] = 0 

and 
Var(Z) = 1 

As a first illustration why the normal distribution is very useful, it turns out that Binomial random 
variables are approximated by the normal for a large number n of trials: 

Theorem 1 (DeMoivre-Laplace Theorem) If X ∼ B(n, p) is a binomial random variable, then for 
any numbers c ≤ d, 

X − np X − E[X] 
� d 

lim P c ≤ � < d = lim P c < � = ϕZ(z)dz 
n→∞ np(1 − p) n→∞ Var(X) 

≤ d 
c 

Notice that the transformation of the binomial variable to 

X − E[X]
Z = � 

Var(X) 

is in fact a standardization. This result says that for large n, the probability that the standardized 
binomial random variable X falls inside the interval (c, d] is approximately the same as for a standard 
normal random variable. As an illustration, I plotted the binomial p.d.f. for increasing values of n, and 
then applied the normalization. 

For n = 50, the shape of the bar graph looks already relatively similar to the bell-shape of the normal 
density. Note that in particular the skewness of the distribution for small n (due to the small ”success” 
probability p = 1

4
) washes out almost entirely. 

Example 6 In order to see why this type of approximation is in fact useful for practical purposes, say 
p = 1

5
, and we want to calculate the probability that in a sequence of n trials, we have at least 25% 

7 
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Figure 1: Illustration of the DeMoivre-Laplace Theorem 

successes.

If n = 5, the probability of having no more than 25% successes can be calculated as


5 5 45 44 1280 
P (X ≤ 1.25) = P (X = 0)+P (X = 1) = 

0
(1−p)5 +

1 
p(1−p)4 =

55 
+5 

55 3125 
≈ 40.96% = 

What if X̃ ∼ B 
� 
100, 1

5 

� 
, i.e. we increase n to 100? In principle, we could calculate 

P (X̃ ≤ 25) = P (X = 0) + P (X = 1) + . . . + P (X = 25) 

So we’d have to calculate each summand separately, and since there are pretty many of those, this will be 
very cumbersome. Alternatively, we could limit ourselves to a good approximation using the DeMoivre-
Laplace Theorem. The standardized version of X̃ is given by 

X̃ − 100 1 ˜
Z = � 

· 
5 = 

X − 20 

100 1 4 4 · 
5 5
· 

Therefore, 
5 
4 

P (X̃ ≤ 25) = P (X̃ − 20 ≤ 5) = P Z ≤
4

5 ≈ 
−∞ 

φ(z)dz ≈ 89.44% 

How good is this approximation? I did the calculation, and I obtained P (X̃ ≤ 25) ≈ 91.25%. If we repeat 
¯the same exercise for n = 200, I obtain the ”exact” binomial probability P (X ≤ 50) ≈ 96.55% and the 

¯normal approximation P (X ≤ 50) ≈ 96.15%. 

For Z ∼ N(0, 1), we also call any random variable 

X = µ + σZ 

a normal random variable with mean µ and variance σ2, or in symbols 

X ∼ N(µ, σ2) 

8 
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What is the p.d.f. of X? By the change of variables formula we saw earlier in this class, 

fX(x) =
1 x − µ 1 −

(x−µ)2 

e 
σ

ϕ 
σ2 

= √
2πσ 

2σ2 

We can extend the same argument by noting that the linear transformation of a normal random variable 
X1 is again normal. 

Proposition 3 If X1 ∼ N(µ, σ2) and X2 = a + bX1, then 

X2 ∼ N(a + bµ, b2σ2) 

You can check this again using the change of variables formula. 
We already saw that the expectation of the sum of n variables X1, . . . , Xn is the sum of their expectations, 
and that the variance of n independent random variables is the sum of their variances. If the Xi’s are 
also normal, then their sum is as well: 

Proposition 4 If X1, . . . , Xn are independent normal random variables with Xi ∼ N(µi, σ
2), then i 

� � 
n n n 
� � � 

Y = Xi ∼ N µi, σ2 
i 

i=1 i=1 i=1 

While in the general, we’d have to go through the convolution formula we saw a few weeks ago, for the 
sum of normals, we therefore only have to compute the expectation and variance of the sum, and know 
the p.d.f. of the sum right away: 

P

1 −
(y−

P 
µi)

2 

fY (y) = �
� e 2 σ2 

i 

2π σi 
2 
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Figure 2: Normal Density for Different Values of σ 

2.3.2 Using Tabulated Values of the Standard Normal 

If X ∼ N(µ, σ), we can give a rough estimate of the probability with which X is no further than one or 
two standard deviations away from its mean: 

P (µ − 1σ ≤ X ≤ µ + 1σ) = Φ(1) − Φ(−1) ≈ 68% 

P (µ − 2σ ≤ X ≤ µ + 2σ) = Φ(2) − Φ(−2) ≈ 95% 

P (µ − 3σ ≤ X ≤ µ + 3σ) = Φ(3) − Φ(−3) ≈ 99.7% 

9 
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i.e. most of the mass of the distribution is within one or two standard deviations of the mean. It’s useful 
to remember these three quantities in order to get rough estimates of normal probabilities if you don’t 
have a tabulation of the c.d.f. at hand. 

σ σ σ σ 

� 

σ σ 

68% of density 

95% of density 

99.7% of density 

Since the standard normal distribution is so commonly used, you’ll      

Image by MIT OpenCourseWare.

find tabulated values of the c.d.f. 
Φ(z) in any statistics text. 
Often those tables only contain values z ≤ 0, but you can obtain the c.d.f. at a value z̃ > 0 using 
symmetry of the distribution: 

Φ(z̃) = 1 − Φ(−z̃) 

E.g. if we want to know P (Z ≤ 1.95), we can look up P (Z ≤ −1.95) = 0.0256, and calculate P (Z ≤
1.95) = 1 − P (Z ≤ −1.95) = 0.9744. 

0-z z 

area = (-z)Φ

area = 1 - (z)Φ
= (-z)Φ

In general, if X ∼ N(µ, σ), we can obtain probabilities of the type P (a       
Image by MIT OpenCourseWare.

≤ X ≤ b) for a ≤ b using the
following steps: 

1. standardize the variable, i.e. rewriting the event as 

P (a ≤ X ≤ b) = P (a ≤ µ + σZ ≤ b) = P
a − µ ≤ Z ≤ b − µ 

σ σ 

10 
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for a standard normal random variable Z 

2. restate the probability in terms of the standard normal c.d.f., Φ( ): ·
a − µ b − µ b − µ a − µ

P = Φ 
σ 

≤ Z ≤ 
σ σ 

− Φ 
σ 

3. look up the values for the values of the standard normal c.d.f. at the values calculated above in 
order to obtain the probability. 

2.4 Digression: Drawing Standard Normal Random Variables 

We already saw that it is possible to convert uniform random draws to any other continuous distribution 
via the integral transformation (see the lectures on transformations of random variables). What if you 
don’t have a computer? Around 1900, the famous statistician Francis Galton came up with a clever 
mechanical device for simulating normal random variables using dice:1 

The three different dice shown in Figure 3 were rolled one after another, while the experimenter fills up 
a list of random draws in the following manner: the first die gives the actual values (you always read off 
what is on the bottom of the side of the die facing you), where the stars are first left empty, and later 
filled up with rolls of the second die. Finally, the third die gives sequences of pluses and minuses which 
are put in front of the draws put down as we went along with the first two dice. 

The numbers on the dice were specifically chosen as evenly spaced percentiles of the positive half of 
the standard normal distribution in order to ensure that the outcome would in fact resemble a standard 
normal random variable. 

2.5 Functions of Standard Normals: chi-squared, t- and F-distribution 

Due to the importance of the standard normal distribution for estimation and testing, some functions of 
standard normal random variables also play an important role and are frequently tabulated in statistics 
tests. For now we’ll just give definitions for completeness, but we’ll get back to applications in the last 
third of the class. I’m not going to give the corresponding p.d.f.s since they are of limit practical use for 
us. 

Definition 6 If Z1, Z2, . . . , Zk are independent with Zi ∼ N(0, 1), Y 
chi-squared distribution with k degrees of freedom, in symbols 

= 
�k 

i=1 Z
2 
i is said to follow a 

Y ∼ χ2 
k 

Here ”degrees of freedom” refers to the number of independent draws that are squared and summed up. 
The expectation of a chi-squared is given by the degrees of freedom, 

k 

Y ∼ χ2 
k ⇒ E[Y ] = E[Xi 

2] = k 
i=1 

Definition 7 If X ∼ N(0, 1) and Y ∼ χ2 , then k

Z 
T = √

Y 
∼ tk 

is said to follow the (student) t-distribution with k degrees of freedom. 

1See Stigler, S. (2002): Statistics on the Table 
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Values for Die I 

Values for Die II 

Values for Die III 

0.03 0.51 1.04 1.78 

2.29 2.51 2.77 3.25 

2.32 2.55 2.83 3.36 

2.35 2.59 2.90 3.49 

2.39 2.64 2.98 3.65 

2.43 2.68 3.06 4.00 

2.47 2.72 3.15 4.55 

0.11 0.59 1.14 1.95 

0.19 0.67 1.25 2.15 

0.27 0.76 1.37 (2.40) 

0.35 0.85 1.50 (2.75) 

0.43 0.94 1.63 (3.60) 
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Figure 3: Three types of Galton’s dice. They are 1.25 in. cubes, date from 1890,     

Image by MIT OpenCourseWare.

and are used for
simulating normally distributed random numbers. Adapted from Stigler, S. (2002): Statistics on the 
Table: The History of Statistical Concepts and Methods 
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For a large value k for the degrees of freedom, the t-distribution is approximated well by the standard 
normal distribution. 

Definition 8 If Y1 ∼ χ2 and Y2 ∼ χ2 , then k1 k2 

Y1/k1
F = 

Y2/k2 
∼ F (k1, k2) 

is said to follow an F-distribution with (k1, k2) degrees of freedom. 
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Cumulative areas under the standard normal distribution 
(Cont.) 
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Source: B. W. Lindgren, Statistical Theory (New York: Macmillan. 1962), pp. 392-393. 
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