12. CHAIN RULE

Theorem 12.1 (Chain Rule). Let U C R"™ and let V. C R™ be two
open subsets. Let f: U — V and g: V — RP be two functions.
If f is differentiable at P and g is differentiable at QQ = f(P), then
go f: U — RP is differentiable at P, with derivative:

D(g o f)(P) = (D(g)(@)(D(f)(P)).
It is interesting to untwist this result in specific cases. Suppose we
are given
f: R — R? and g: R? — R.
So f(z) = (fi(z), fo(x)) and w = g(y, z). Then
_ (P (P) _ 991 99
o) = () = Do@ = GhQ).5hQ)
So
d(go f)

dz — D(gof)(P) = Dg(Q)DF(P) = 2 (@) T2 (p)1 %) Y2

Oy dx 02 dx

Example 12.2. Suppose that f(x) = (2%, 23) and g(y,z) = yz. If we
apply the chain rule, we get

D(go f)(z) = 2(27) + y(32?) = 5a*.
On the other hand (g o f)(x) = x°, and of course
5

(@) ——(P)+

(@)—=(P).

QU

x
—— =5z,
dz .

Now suppose that
f: R*> — R? and g:R* — R
So f(z,y) = (fi(z,y), f2(z,y)) and w = g(u,v). Then

ofr of2
DR = (Lip) Blp)  wd D@ = (3Q). 5

In this case

d(go f) dgof)

D(gof) :( or 8y )
_ dg 1 dg Do dg df1 Jg dfa
= (%(Q)%(P) + %(Q)%(P),%(Q)a—y@) + %(Q)a—y(})))
00,0y 4 99,020 09,0 0, 00

~ (G QFHP) + QG (PLFHQF (P + SHQGP)
_ <8g@+8g(% 898u+8g(%

~Z- 2 )’

Oudr  Ovdxr dudy  Ovdy
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since u = f1(z,y) and v = fy(x,y). Notice that in the last line we were
a bit sloppy and dropped P and Q.
If we split this vector equation into its components we get

Wol) _ 09) % py 4 % z <@>%{f( )
dgof) dg, . 0f af2

Again, we could replace f; by v and f, by v in these equations, and
maybe even drop P and Q.

Example 12.3. Suppose that f(z,y) = (cos(zy),e*Y) and g(u,v) =
u?sinv. If we apply the chain rule, we get

D(g o f)(z) = (2usinv(—ysinzy) + u* cosv(e”Y), —2u sin vz sin zy — u? cos ve
= (2cos(zy) sin(e” ) (—ysin xy) + cos*(zy) cos(e” ¥)e” Y, .. ).
In general, the (i, k) entry of D(go f)(P), that is
d(go f)i
oxy,

is given by the dot product of the ith row of Dg(Q) and the kth column
of Df(P),

agz af]
6xk Z 8901 )

(9y]
If 2= (go f)(P), then we get
67% . “ 8zi c?yj

We can use the chain rule to prove some of the simple rules for
derivatives. Suppose that we have

f+R" — R™ and g: R" — R™.
Suppose that f and g are differentiable at P. What about f + g7
Well there is a function
a: R — R™,
which sends (u,7) € R™ x R™ to the sum @ + ¢. In coordinates
(uh UQy v vy Um, V1, V2, - v 7Um)7

Uy, Ug, . ooy Uy, V1, V2, .oy U ) = (Ug + 01, U + Vo, ooy Uy + V)
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Now a is differentiable (it is a polynomial, linear even). There is func-
tion

h: R — R*™
which sends @ to (f(Q), g(Q)). The composition a o h: R" — R™ is
the function we want to differentiate, it sends P to f(P) + g(P). The
chain rule says that that the function is differentiable at P and

D(f +g)(P) = Df(P)+ Dg(P).
Now suppose that m = 1. Instead of a, consider the function

m: R*> — R,

given by m(x,y) = xy. Then m is differentiable, with derivative

Dm(z,y) = (y, ).

So the chain rule says the composition of A and m, namely the func-
tion which sends P to the product f(P)g(P) is differentiable and the
derivative satisfies the usual rule

D(fg)(P) = g(P)D(f)(P)+ [(P)D(g)(P).
Here is another example of the chain rule, suppose

x =rcosf
y =rsind.
Then
of _0f0r 01y
or  Oxdr Oyor
of of .

= %cosé’%— a—ysm@.

Similarly,
of _ofos ofoy
00  0x 08 Oy 0l
= —gr sin 0 + a—fr cos 6.

ox y

We can rewrite this as
(%) _ ( cosﬂ sin 6 ) (%)
5 —rsinf rcosf 5y
Now the determinant of
( cos sin 6 )
—rsinf rcosf
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Is
7(cos® 0 +sin” 0) = r.

So if r # 0, then we can invert the matrix above and we get

ai 1 (rcos —sinf aﬁ
G ) == in 6 9 g
B9 r \ rsin cos %
We now turn to a proof of the chain rule. We will need:

Lemma 12.4. Let A C R"™ be an open subset and let f: A — R™ be
a function.
If f is differentiable at P, then there is a constant M >0 and § > 0

—
such that if ||PQ|| < 0, then

1£(Q) — £(P)|| < M| PQ).

Proi As f is differentiable at P, there is a constant ¢ > 0 such that
if |PQ|| < 9, then

1£(@) — J(P) - DF(P)PG]| _ |

PO
Hence
1£(Q) — f(P) — DF(P)PG| < | PQ].
But then
1£(Q) — £(P)| = I£(Q) — f(P) — Df(P)PQ + Df(P)PG)|

< |1£(Q) — f(P) = Df(P)PG|| + | Df(P)PQ)|

< |PQ| + K| PQ)|

= M| PG|,
where M =1+ K. ]

Proof of . Let’s fix some notation. We want the derivative at P.
Let @ = f(P). Let P’ be a point in U (which we imagine is close to
P). Finally, let Q' = f(P’) (so if P’ is close to P, then we expect @)’
to be close to Q).

The trick is to carefully define an auxiliary function G: V' — RP,

9(@)=9(@)-Da(QQQ) it ¢y
G@Q)={_ Il T4
0 if Q' = Q.
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Then G is continuous at Q = f(P), as g is differentiable at ). Now,
(90 N)(P') = (g o f)(P) = Dg(@Q)DJ(P)(PP)

|PP|
_ Dg(Q)f(P’) — f(P) = DA(P)(PP) | GUH(P)) ||f(P’)_—_>f(P)||.
2P| |PP|

As P’ approaches P, note that
—_
f(P) — f(P) - Df(P)(PP')

|PP|
and G(P’) both approach zero and
5P = 1P _
I1PP'|
So then
(g0 HP) = (g0 f)(P) = Dg(Q)DF(P)(PP)
PP

approaches zero as well, which is what we want.
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