5 Homework Solutions
18.335 - Fall 2004

5.1 Trefethen 20.1

=If A has an LU factorization, then all diagonal elements of U are not zero.
Since A = LU implies that Al:k,l:k = Ll:k,l:kUlzk,lzk we get that Al:k,l:k is
invertible.

«<We prove by induction that Ay.x 1.6 = L1:k,1:6U1:,1:6 With

Ligir O Uikak  *
L. . = s and Uj. . = A
1:k+1,1:k+1 o 1 1:k+1,1:k+1 0 Uor1

with all the elements on the diagonal of Uy.j 1. are non-zero for any k.

Step 1 For £ =1 we have A1.1.1:1 = L1111 U110 with Ly 1a =1, U1 =
Ar11a #0.

Step 2 If that is true for k¥ < m we prove it for m + 1. Simply choose:

Ll:m,l:m 0 Ul:m.l:m )/m
Al:m+1,1:m+1 = XnL 1 O Upg1

Liim+1,1:m+1 Utim41,1:m+1
with
X, = | Uy
m = [@m+1,1--Om+1m|Y1i 1:m
a1,m+1
_ —1 .
Ym - Ll:m,l:m
am,m+1
Um+1 = _XmYm

Now we have uy,+1 # 0 since det(A1.m+1,1:m+1) = det (Utm,1:m) Umt1 7#

0. Now since A = Ai.p1:n = Lim1:mUtin,1:n and L1y, 1. s unit lower

diagonal, Uy.p,1:n is upper diagonal and we complete the proof.
5.2 Trefethen 21.6
Write

air Az
A =
< Agr Az )

Proceed with the first step of Gaussian elimination:

a1 A}f
0 Agpp— LA,
aiy
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A
Now for Agy — iAlg we show that it has the property of strictly diagonally
ail

dominant matrices.

D

ik

A
(A22 - 24,
a11

).

<Z‘ (A22) jk‘—l-

J#k

A is strictly diagonally dominant, so we may write

> [ (Az2) ] < I(A22)] = 1(Ar2), ] and 37 |(Ao), | < lona] = [(A20),l

£k

so that in the end we get:

(s 20,

(AQQ - 71412
i#k

a11

<

< ‘(Azz —

A

ik

[(A22) | = [(A12),] +

|(A22)..] —
A21A12

a11

a1

)

A21) (A12),

|a11]

[(A12),, [(A21),

|(A12) |

<

(lan| = [(A21),])

(AQI)k (A12)k

a11

‘(AQQ)kk -

Hence by induction if the property is true for any matrix of dimension < m —1
then it is true for any matrix A of dim A = n. This means that the submatrices
that are created by successive steps of Gaussian elimination are also strictly
diagonally dominant and hence we have no need for row swappings.

5.3 Trefethen 22.1

Apply 1 step of Gaussian elimination to A :

a1 a2
a1 @22
Am1 Am2

1 _

, where the entries a;;

A1m ari a(llz)
1 Ste

Gom | —22°R, 0  asgy
of GE

rnm 0o o)

m2

calculation, we must have |l;;| < 1,

|aij| = |ai; —

A1m
(1)

Ao,

(1)

Amm

= a;j — lirag;. Since we used partial pivoting in our

likars| < laij| + Lk lars| < laij] + |ar;| < QHZ!?;XWH

In order to form A we need m — 1 such steps, so in the end we have:

|Uz]| < 2m.a],X ‘a(?

so that we obtain |u;;| < 2™~

p:

2) < 2max

)am 3)‘ <.
4,7

'max |a; ;| . Therefore
i.j
max [u; ;]
irj

2m71
max|a; ;| ~
2,]
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5.4 Let A be symmetric and positive definite. Show that \aij|2 < Q4
Cljj.

Since A is symmetric and positive definite, it has all a;; positive and for any

vector  we have T Az > 0. Choose x such that z; = 0ikaj; — dikaij, where 6y,

is the Kronecker delta, meaning that all the entries of x are zero except the i-th

and the j-th entries which equal to —a;; and a;; respectively . Carrying out the
calculation gives z7 Az = ay; (aiiajj — afj) > 0 thus completing the proof.

5.5 Let A and A~ ! be given real 7-by-n matrices. Let B = A+ ZL‘yT
be a rank-one perturbation of A. Find an O(n2) algorithm for
computing B~!. Hint: B! is a rank-one perturbation of AL

Since B~! is a rank-one perturbation of A~! we may write B~! = A7 4 wvT.
Then

BB™' = (A+ay") (A7 +w’)
= I+ Aw” +zyT A7 + ayTuo?
0 = Aw? +ayTA™ +ayTuw”

Choosing u = A~ 'z, allows us to write:

= ol 4yt AT oyt ue?
o 44T A 4 yTun”
= v (1+yTu)+y" A

yT A1
R

4N o o o
Il

Hence B~! is given by:

A gyt AL

Bl=pgt_ 2
1+yTA- 1z

It is easy to see that the inverse can be computed in O(n?) operations
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