1.8 SVD

Definition: A € C"™*", m > n, the SVD of A is

A=UXV"

where, U, V unitary, ¥ = diag(o1,---,0p), 01 > 09 > - -

Figure 1.2: SVD.
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1.9. EXISTENCE AND UNIQUENESS 5

1.9 Existence and Uniqueness

Theorem: Every matrix A has an SVD. The singular values o; are uniquely determined and if A
is square and the o; are distinct, then u; and v; are uniquely determined up to complex signs.
Proof: Let o1 = ||Al|,. Let ||v1||, =1 be such that ||Av;|, = ||A|| = o1. Let u; = ‘i—?. Consider

any extension of u; and v; to an orthonormal basis U; and V.

U1 = [u1| ] 1.27)
Vi = [vi]--] (1.28)
ujAvy = S
g1 w*
= 1.29
o (120
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Figure 1.3: Proof.

Need to show w = 0. Assume w # 0, then
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Therefore, 01 = [|A]| = ||S||, > 01 — contradiction.
Proceed by induction:
B = U,V (1.31)
10 0o ][1 o]
A = w o1 vt (1.32)
0 U, 0 X5 0 Vs




Chapter 2

2.1 Uniqueness of SVD (First Proof)

Assume

o1 = [ Al = [[Av || = [|Aw],

Need to show vy and w differ by a complex sign.
Let

w — (viw)vy

Vg = i~
[w = (vjw)vr ]
w
! *
|
v, D (awW) v
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Figure 2.1: Uniqueness.

[Ava]ly < o1 = [[All

If

[Ava|| <1

(2.1)



2.1. UNIQUENESS OF SVD (FIRST PROOF')

then

w = vic+ V28
s +]ef* = 1
[Awll, = [[Avic[|+ [|Aves| <o

Same exercise as before.
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Figure 2.2: Exersise.




Chapter 3

3.1 Uniqueness of the SVD (Second Proof)

The singular values are uniquely determined and if A is square and o1 > --- > g, > 0 then the left
and right singular values are uniquely determined up to complex signs.

Proof: A = UXV*, A*A-normal = real eigenvalues. A*A = VI2V* = o2 eigenvalues of A*A
uniquely determined. o;-distinct = o2-distinct = v; uniquely determined (as the unique solutions

to A*AV = ¢ZV) up to a scalar but ||v;||, = 1 = uniquely determined up to a complex sign.

3.2 Properties of the SVD

1. r = rank(A) number of non-zero eigenvalues.

[\

MAlly =01, [[Allp = Vi 07
3. The non-zero o;’s are the square roots of the non-zero eigenvalues of A*A and AA*.
4. A= A* (Hermitian) = o; = |A;|.

5. | det(A)| = [ o

3.3 Best Rank k£ Approximation

For any 0 < v <r, define

A, =) ojuvr. (3.1)
j=1

(called best rank v approximation).

Proposition:
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A= Aully = infrank p<o |4 = Blly = 0041 (3-2)

(0'7L+1 = O)
Proof: Suppose 4B, rank B < v:

[A=DBl, < [[A= A = 0v1 (3.3)

Therefore, 3(n—v)-dimensional subspace W C C™ : Yw € W we have Bw = 0= Aw = (A—B)w

[Awlly = [[(A = B)wlly < [A = Bll;, - [[wlly < ovga [lwl (3-4)

Therefore, we have a (n — v)-dimensional subspace W:

[Aw[| < oy 11 [Juw]] (3.5)

Let w = span(vy, -+, vy41), then dim(w) = v + 1 and ||AwW||, > 0,41 ||[0]|y, for any w € W.
dim(W) +dim(W) =n +1 = W NW # {0}, therefore, w € W N W; contradiction.



