Distributions Derived From
the Normal Distribution

MIT 18.443

Dr. Kempthorne

Spring 2015

MIT 18.443 Distributions Derived From the Normal Distribution



Xz, t, and F Distributions

Distributions Derived from Normal Random Variables St fem Nemel Somses

Outline

@ Distributions Derived from Normal Random Variables
° X2, t, and F Distributions

MIT 18.443 Distributions Derived From the Normal Distribution



Xz, t, and F Distributions

Distributions Derived from Normal Random Variables g _
Statistics from Normal Samples

Normal Distribution

Definition. A Normal / Gaussian random variable X ~ N(u,0?)
has density function:

f(x)= e~ CmmP20° oo < x < o0
o\ 2w
with mean and variance parameters:
n = E[X] = [T xf(x)dx

0 = E[(X—p?l = [73(x—mPf(x)dx
Note: —oo < u < 400, and o2 > 0.
Properties:
@ Density function is symmetric about x = p.
F(u+x7) = f(p—x7).
x) is a maximum at x = p.
'xX)=0atx=p+ocandx=pu—o
(inflection points of bell curve)

@ Moment generating function:
My (t) = E[etX] = eut+a2t2/2

o f
o f’
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Chi-Square Distributions

Definition. If Z ~ N(0,1) (Standard Normal r.v.) then
U=2?~xi,
has a Chi-Squared distribution with 1 degree of freedom.

Properties:

@ The density function of U is:
fulu) = 7”\;21—/267“/2, O<u<oo

™

@ Recall the density of a Gamma(c, A) distribution:
g(x) = %x"‘_le”\x7 x>0,
So U is Gamma(a, \) with « =1/2 and A = 1/2.
@ Moment generating function

My(t) = E[etY] = [1 — t/N\]7@ = (1 — 2t)"1/2
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Chi-Square Distributions

Definition. If 71, 25,...,Z, are i.i.d. N(0,1) random variables
V=2+273+...22
has a Chi-Squared distribution with n degrees of freedom.

Properties (continued)

@ The Chi-Square r.v. V can be expressed as:
V=U+U+---+U,
where Uy, ..., U, arei.i.d X% r.v.
@ Moment generating function
M\/(t) _ E[etv] — E[et(U1+U2+~-~+U,,)]
= E[etY] .- E[etY] = (1 - 21.“)_”/2
@ Because U; are i.i.d. Gamma(a=1/2,A=1/2) r.v.;s
V ~ Gamma(a = n/2,\ =1/2).
: [ n/2)—1_—v/2
e Density function: f(v) = ST (]3) /2) v(n/2=1e=v/2 1\, 5 0.
(v is the shape parameter and ) is the scale parameter)
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Student’s t Distribution

Definition. For independent r.v.'s Z and U where
e Z~ N(0,1)
o U~ x?
the distribution of T = Z/\/U/r is the
t distribution with r degrees of freedom.

Properties

@ The density function of T is
2\ —(r+1)/2
F(t) = M(r+1)/2] 14 t*
Vral(r/2)

p
o For what powers k does E[T*] converge/diverge?

, —oo < t < 400

@ Does the moment generating function for T exist?
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F Distribution

Definition. For independent r.v.'s U and V where

o U~ xh,
°o V3
the distribution of F = u/m is the
V/n

F distribution with m and n degrees of freedom.
(notation F ~ Fp, )
Properties

@ The density function of F is
M(m+n)/2] (m\n/2 5y m \—(m+n)/2
=~ /A m 1+ —
W) = Em/2)Tin/2) () w1+ w)
with domain w > 0.
o E[F]=E[U/m] x E[n/V]=1xnx L5 = 1 (for n > 2).
o If T ~t, then T2 ~ Fy,.

I
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Statistics from Normal Samples

Sample of size n from a Normal Distribution

o Xi,..., Xy, iid N(u,o?).

_ 1<
le Mean: X =~ ) X;
e Sample Mean nz

i=1
1 n
1 Z(X’ a

i=1

e Sample Variance: 5% =

Properties of X

@ The moment generating function of X is
Mg(t) = E[e™X] = E[en>i%X]
= [I7 Mx(t/n) = TT7_ [e#t/"F % (e/n)’)
ehtt 5 [n2
i.e., X ~ N(u,a?/n).
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Independence of X and S2.

Theorem 6.3.A The random variable X and the vector of random

variables
(X1 — X, Xo — X, ..., X, — X) are independent.
Proof:
@ Note that X and each of X; — X are linear combinations of
Xl, Ce ,Xn, i.e.,
X = YlaXi=a'X=U and
Xe—X = Yrp0x = (b TX = v,
where X = (X1,...,X,)
a = (a1,...,an)=(1/n,...,1/n)
b = (b, ..., b))
ok [ 1=L for i=k
with b;™" = —g, for | #k
e Uand Vi,..., V), are jointly normal r.v.s

e U is uncorrelated (independent) of each Vj
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Independence of U=a’X and V =b’X
where X = (Xy,...,Xp)

a = (a,...,an)=(1/n,...,1/n)
b = (by,...,bp)
1 .
v (k) L=, for =k _
with bj = b,/ = _%’ for i 4k (so V = V)
Proof: Joint MGF of (U, V) factors into My(s) x My (t)
Muy(s,t) = E[eVHtY] = E[e ]

— E[eS[Z,- a Xil+t[>2; b,'X,']] E[e [(saj+tbi) X; ]]
E[e=il5X)]  with tf = (sa; + tby)
= IT7 E[e0) = [T mx, (1)

i=1
= 10, e T ) = (S )5 S
_ eu(;x1+t><0)+a2/2[2" |[s2a2+t2b2 4 2sta; b]]
= [es'qu 2/”)52/2] X [etX0+t2 o?/2300, :]
= [mgf of N(u,0?/n)] x [mgf of N(0,02 -3 7, b?
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Independence of X and S?

Proof (continued):

o Independence of U = X and each V) = X — X gives
X and $? = >°7 V2 are independent.

e Random variables/vectors are independent if their joint
moment generating function is the product of their individual
moment generating functions:

MU7\/17._7\/H(S, t1,..., t,,) = E[(ESU-H1 V1+~~~t,,V,,]
= My(s) x M(t1, ..., t,).

Theorem 6.3.B The distribution of (n — 1)S2/0? is the
Chi-Square distribution with (n — 1) degrees of freedom.
Proof:

2
Xi— _
o BNk -2 =i, (54) =1, 22~ R
> - 2
o LY T(Xk—u)P2 =520 (Xi—X+X—p)
- — 2
= %27:1()(/ - X)? + = (X —M)
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Proof (continued):

Proof:

° 2 LAk — 1 = xS (X~ X7+ & (X =)’
o \2 = [distribution of (nS?/o0?)] + X2
@ By independence:
mgf of x2 = mgf of [distribution of (nS?/0?)] x mgf of X3
that is
(1=2t)7"2 = Mys2),2(t) x (1 —2t)7%/2
So
Mn52/02(t) = (1 — 2t)_(n_1)/2,

— n52/02 ~ X%—l'

Corollary 6.3.B For a X and S? from a Normal sample of size n,
X—p
T=——~t1
S/\v/n
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