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\% Structure of the talk

e T he facility location problem
e An algorithm for the facility location problem
e T he load assignment problem

e Constant-factor approximation for convex and concave load
assignment problem

e A better algorithm for concave load assignment
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— set F of facilities,

— set C of cities (a.k.a. demands),

— opening cost f; for + € F, and

— connection cost ¢;; for i € F and j € C,

find:
— set S C F of facilities to open, and
— an assignment ¢ : C — S of cities to open facilities

to minimize the total cost > f; + > cy(j).-
i€S jec

We usually assume the connection costs are metric.
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\‘% Example

Facilities
10 5

74358

Cities

Possible solutions:
— Open facility 1: Cost =104+2+4+5=21. = Optimal
— Open facility 2: Cost =547+ 3+ 8 = 23.
— Open facilities 1 and 2: Cost = 104+54+2+4+3 4+ 5 = 25.




\‘% Applications

The facility location problem has applications in

e Operations Research

e Network Design Problems such as
— placement of routers and caches
— agglomeration of traffic or data

— web server replications in a content distribution network
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\% Previous Results

factor  reference technique(s)/running time
O(Inn.) Hochbaum greedy/O(n3)

3.16 Shmoys, Tardos, Aardal LP rounding

2.41 Guha, Khuller LP rounding, greedy aug.
1.736 Chudak LP rounding

54 ¢ Korupolu, Plaxton, Rajaraman local search/O(n®log(n/e€))

3 Jain, Vazirani primal-dual/O(n?logn)

1.853  Charikar, Guha primal-dual, greedy aug./O(n3)
1.728 Charikar, Guha LP r., primal-dual, greedy aug.
1.861 Mahdian, Markakis, Saberi, Vazirani greedy/O(n?logn)

1.61 Jain, Mahdian, Saberi greedy/O(n3)

1.582 Sviridenko LP rounding

1.52 Mahdian, Ye, Zhang greedy, greedy aug./O(n3)

Lower bound: 1.463 (Guha, Khuller)

—6)



1 2 K

The cost cg of a star S is the sum of the opening cost of the

facility and the connection costs between the facility and cities
in S.

Let R be the collection of all stars.

We want to cover all cities with sets in R.
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\‘% Algorithm 1

— Start at time t = 0. Set «; = 0 for every j.

— At any time, the amount that unconnected city j offers to
contribute to facility 4 is max(a; — ¢;5,0).
— Increase «; for all unconnected cities j at the same rate, until

e total amount offered to an unopened facility « equals f;
Open ¢ and connect it to every city with a nonzero offer.

e for a city 5 and a facility ¢ that is already open, a; = ¢;;
Connect 5 to .

Once a city gets connected, it withdraws all its offers toward
other facilities.

Fact. At the end of Algorithm 1, cost of the solution is >y



\‘% Idea of the analysis

Assume we know that for some fixed constant ~, and every star
S, we have Z a; < yeg.
jesnc

Consider the optimal solution OFP1'. For every star that is picked
in this solution, write the above inequality, and add up these
inequalities. We get:

> a; <y ) cs

g€C SeOPT
T herefore,

Cost of our solution <~ cost(OPT)
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@ Idea of the analysis

Therefore,

4 )
In order to prove that our algorithm is a v-approximation,

it is enough to show that for every star S, > «; < vcg.
jesnc

Using this technique, we prove that the approximation ratio of
Algorithm 1 is at most 1.861.



\‘% Algorithm 2

— Start at time t = 0. Set «; = 0 for every j.

— At any time, the amount that unconnected city 5 offers to
contribute to facility ¢ is max(a; — ¢;4,0). If j is connected
to 4/, the amount of its offer to facility 7 is max(cy; — ¢;5,0).
— Increase «; for all unconnected cities j at the same rate, until

e total amount offered to an unopened facility ¢ equals f;
Open ¢ and connect it to every city with a nonzero offer.

e for a city 5 and a facility ¢ that is already open, aj = ¢;j
Connect 5 to .

The approximation ratio of Algorithm 2 is 1.61.
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\‘% Statement of the new problem

The load assignment problem:
B Aset F={f1,f2 -, fn} of facilities

I:> A set D = {dq,dop,---,dmn} Oof demands

B) For every facility i € F, a cost f;(z) which depends on the
number of attached demands, i.e. .

I:> A connection cost ¢;; between facility < and city j. W.l.o.g.
assume all demands are 1.

Objective: An assignment of demands to facilities with mini-
mum total cost.

I:> Facility location is a special kind of this problem
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\% Aforementioned results

|:> The problem is NP-complete in general case, even not ap-
proximable better than logn factor without connection cost and
concave functions f;(x) (mentioned in the class)

I:> Also the problem is NP-complete (not approximable within
logn factor) for the case in which we have connection cost but
f; instead of f;(x) (facility location without metric function)

I:> The problem has a logn-approximation algorithm for the
concave function with arbitrary connection cost (more general
than the results mentioned in the class)
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\‘% Reduction for the convex case (non-metri

For convex f: f(i+1)— f(i) >= f(1) — f(i—1)

Capacitated facility location
I:> We have an opening cost f; (independent of x) and a maxi-
mum capacity u; for each facility 1 € F

I:> For each facility « € F, we place n copies of unit-capacity
facilities where f;ﬁ =fi(Gi+1)—-fi(),0<j<n-1

I:> Using minimum weighted matching, we can solve the above
problem (the unit-capacitated facility location problem) in poly-
nomial time

Proof ...



\‘% Reduction for the concave case (non-met

For concave f: f(i+1)—f(i) <= f(0)-fGi—1) or f(i))+f(j) 2
f+7)

I:> The problem has a logn-approximation algorithm for the
concave function with arbitrary connection cost

We reduce the problem to Set Cover. For each set S =
{s1,---,s} of demands and a facility j, we have a set S iIn
the Set Cover instance with cost f;(k) +cjs; + -+ cjs - We
use the greedy logn-approximation algorithm for the Set
Cover problem to obtain a solution.
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\‘% Reduction for the concave case (metric)

In the rest of the talk, we assume the connection cost is metric.

Reduction:
I:> For each facility : € F, we place n copies of facilities with
fi = f;(§) and capacity j, 1 <j <n

Proof ...

I:> The best algorithm for capacitated facility location is a 3.7-
approximation, but we present a 1.95 approximation for the con-
cave case



\‘% Open questions

What about other functions which are more complicated
I:> A combination of a convex function and a concave function

B A function f for which f(i + 1) — f(i) >= c(f (@) — f(i — 1))
or f(i+1)— f(0) <=c(f(®) — f(i —1)) for some constant c.

I:> logn-approximation for such functions (non-metric case)
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FLP with Concave Functions

— set F of facilities,
— set C of cities,
— assigning cost: concave functions f; : N — Rt for
1 € F, and
— connection cost ¢;; for i € F and j € C,
find:
— set S C F of facilities to open, and
— an assignment ¢ : C — S of cities to open facilities

to minimize the total cost »  fi(n;) + ) cy(;).;» Where n; is the

i€S jec
number of cities assigned to facility «z.

Assume the connection costs are metric.



@ 1.95-Approximation Algorithm

— Start at time ¢ = 0. Set a; = 0 for every j € C. Set level; =0
for every ¢ € F.

— At any time, the amount that unconnected city 5 offers to
contribute to facility ¢ is max(a; — ¢;4,0). If j is connected
to ¢/, the amount of its offer to facility i is max(cy; — ¢;5,0).

— Increase «; for all unconnected cities j at the same rate, until

e For a facility ¢, and k > level;, total amount offered to the

facility i« from k — level; cities equals f;(k) — f;(level,)
Increase level of ¢« to kK and connect it to all cities among
these k£ — level; cities.

Once a city gets connected, it won't increase its budget, «;.



Some Facts about the Algorithm

Q The cost of the output of this algorithm is at most ZjeC Q.
Q Q; Is exactly the time that city 5 is connected to a facility.

Q In each step of this algorithm, for each star of k£ cities and
facility p, the sum of cities' offer to the facility p is at most f(k).

Q Its running time is much better than LP-rounding methods.



Analysis of the Algorithm

Need to find a v such that for every star S, Z a; < vyeg.
jesSNC

Q Need to find sup(zjf—gaj) over all stars S in all instances of
the problem.

Consider an arbitrary star S with k£ cities 1,... k.

1 2 K

Let f,(k) be the cost of assigning the facility to these cities, and
d; be the connection cost between the facility and city j.
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\‘% Analysis of the Algorithm

Assume, w.l.0.9.,

For j <1, we define r;; as follows: r;; = Cjpf if city 5 is connected
to facility p’ at time «o; — € and rj; = «; if City j is unconnected

at this time.
Cities won't connect to a facility with higher connection cost.

Thus,

Tij+1l 2 Tjj42 2" 2 Tk
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\‘% Analysis of the Algorithm

At time t = a; — ¢, the amount of j's offer to the facility is
max(rj,i — dj,O) if 7 <2 and is max(ai — dj,O) if 7 > .

Thus, total offers to the facility at timet = a;—¢ is Z;;ll max(r;;—
dj,0) + Z?:i max(a; — dj, 0).

Therefore, Zg._:ll max(rj; — dj,0) + Xj_; max(e; — dj,0) < fp(k).
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\‘% Analysis of the Algorithm

J

Consider cities 7 < i. Let p’ be the facility to which j gets con-

nected.
W c,<cy+d+d;, and c;

/<’I“

7p - «777’

W) If level, =1 when j is assigned to p/,

then o; < Ci p -+ fp/(l -+ 1) — fp/(l).

Q fy is concave = f,(I+1)—f,

(1) < Fy@) = Fy (k) /A~ ) < oy

Therefore,

a; < a1+ d;p +dj.




\‘% Analysis of the Algorithm

Therefore, for every star S, a;'s, d;'s, r;;'s, and fp(k) = f satisfy
4 )
subject to V1 <i<k: o; <41
Vi<j<i1<Ek: sz_ Tji+1
Vi<ji<i<k: azgaj—l—r”—l—d + d;
V1<i<k: z’& _L max(rj; — d;,0)
+ >k j—i max(a; — dj,O) < fp(k) = f
V1 SJ'SZSk aj,dj, f,rj; >0

\_ J
The cost of Sis cg = f+Z§:1 d;. Recall that we needed to find
k
] 1%y
sup(—s ).
Q: How large ZJZ 1% can be subject to the above constraints?
j=1 J

This is a mathematical program!
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Factor-Revealing LP

Thus, if v is an upper bound on the solution of the following
maximization program for every k

4 b )

maximize =1
+> =1 di

subject to V1 <i:1<k: a; <ajq1q
Vi<j<i<Ek: Tj,izrj,i+1
Vi<ji<:1<Ek: aigrj,i—l—di—l—dj
V1<i<k: Yy max(rj; —d;,0)

+Z§=7gmax(0‘i —d;,0) < f

V1<j3<:1<Ek: Ozj,dj,f,’rj,i>0

—

o

then Algorithm 1 is a y-approximation!

This is called a factor-revealing LP.



\‘% Solving the Factor-Revealing LP

Need to prove an upper bound on the solution of a sequence of
L Ps.

Not as easy as it seems!
It is enough to find a dual solution for every k.
A computer can help us in finding such a solution.

Theorem.For every k, the solution of the factor-revealing LP is
at most 1.95. Therefore, This algorithm is a 1.95-approximation.
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V@ ©pen Problems

I:> Is it possible to adapt the greedy algorithm for load assign-
ment with more complicated functions?

I:> Is there an algorithm for the load assignment problem with
arbitrary cost functions?

I:> Improve the lower bound of 1.463 for the load assignment
problem?



