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Due on November 3, 2015

Problem 3.1 Given n i.i.d. non-negative random variables x1, . . . , xn, show that
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Problem 3.2 Let y1, . . . , yn ∈ Rd be i.i.d. random variables such that Eyk = 0 and

EykyTk = Id×d.
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Note that ‖ · ‖ denotes spectral norm, and . means smaller up to constants.

Problem 3.3 Given a centered1 random symmetric matrix X ∈ Rd×d, we define

σ =
√
‖EX2‖,

and

σ = max∗
v: ‖v‖=1

√
E 2(vTXv) ,

1. Show that σ ≥ σ .∗

2. If X has independent entries (except for the fact that Xij = Xji) such that Xij ∼ N
(
0, b2ij

)
,

show that

1Meaning that EX = 0.
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Note that ‖ · ‖ denotes spectral norm, and in expressions with E and a power, the power binds first.
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For example, by EX2, we mean E
[
X2
]

and, by E
(
vTXv

)
, we mean E

[
vTXv

]
Problem 3.4 (Norm concentration of projection) Let y1, . . . , y b

( )
d e i.i.d standard Gaussian ran-

dom variables( and Y = (y1, . . . , yd). Let g : Rd → Rk be the projection into the first k coordinates

and Z = g Y
‖Y ‖

)
= 1
‖Y ‖(y1, . . . , yk) and L = ‖Z‖2. It is clear that EL = k . Prove that L is veryd

concentrated around its mean

• If β < 1,
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• If β > 1,
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1. Prove

Pr

[∑k
y2

k
i

i=1

≤ β
d

d∑
i=1

y2i

]
≤ (1− 2tkβ)−(d−k)/2

(1− 2t(kβ − d))k/2

for any t > 0 such that 1− 2tkβ > 0 and 1− 2t(kβ − d) > 0.

(Hint: Prove, and use, that E(esX2
) = 1√ , for <−2s −∞ s < 1/2, where X is standard normal.)
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2. Find a suitable t and conclude the proof of the inequality for β < 1.

3. Use the same idea as above to prove the β > 1 case.
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