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Teaching machines
about how people work

My goal is to build computing systems that have a
deep grasp of human nature and the human world.

— Can understand, explain and predict human
physical, social, and mental behavior.

— Use databases of commonsense knowledge and
models of human psychology.

« Atthe Media Lab we are developing technologies to
embed common sense in a broad range of software,
devices, and environments — enabling new kinds of
intelligent interfaces and applications.
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Commonsense-based Applications

A cell phone that, although silenced, would know to ring if
your mother were to call from the hospital.

A search engine that, when you entered “a gift for my
baby brother,” would displays a list of children’s toys.

A personal digital assistant that would know to cancel a
hiking trip with a friend who had broken their leg.

A camera that knew, on its own, to take a photo of your
sister crossing the finish line at a marathon.
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Commonsense-based Applications

- People who are badly hurt may go to the hospital.
- We want those we care about to be healthy.

- A gift should be something the recipient would like.
- Children like to play with toys.

- Hiking can be a relaxing activity.
- People with broken legs have difficulty walking.

- Cameras are for recording events people find significant.
- Crossing the finish line is an significant event.
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Can we take a Wikipedia approach
to teaching machines common sense?

e We need to builld commonsense databases with
tens of millions of elements. How can we do this?

* QObservation: Everyone has the common sense we
want to give our machines.

 Can we build a system that learns from tens of
thousands of ordinary people?
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Open Mind: Common Sense
/50,000 facts from 15,000 people

-

@OPEN (L MIND Teaching computers the stuff we all know

commonsense

Please tell your friends about us! Our url is http://www.openmind.org/commonsense

Welcome Push! You have entered 1551 items

Search: Open Mind Other Activities! [nformation Preferences Logout

Search Results for water

Author Knowledge

dev Plankton are tiny crganisms that float in the seas and cther badies of water

dev The pond skater is a bug that walks on water i
dev The selid form of water is ice

dev Ariver is a large stream of water

dev Amphibians are animals that live in the water during their early life, but usually live on land as adults
dev People need water to live

dev The beluga is a small, white, toothed whale that lives mostly in cold, arctic waters

dev A sea is a very large body of salt water

dev Water is the liquid form of ice

dev Boats float in the water

dev Water is wet

dev Lemonade is a drink made from water, lemon juice, and sugar

Results Page:1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49
50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74
75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 @99

40N 4AN4 40N 4AN2  ANA  ANE  4ANA  ANT  AN0  ANO 440 444 449 442 444 A4E 448 447 440 =l

Push Singh (2002). The public acquisition of commonsense knowledge. Proceedings of AAAI Spring Symposium on
Acquiring (and Using) Linguistic (and World) Knowledge for Information Access. Palo Alto, CA.
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Simple acquisition activities

Please enter a general fact (not a caption) this picture reminds you of:

What is the relationship between the word €at and the word cook>

Ipeuple often cook food before eating it

| Teach Open Mind!

tools can be used to fix things

Teach Open Mind!

Please connect the following two sentences with as few intermediate
sentences as possible:

Birds in the wild often fly.

Something that might happen as a consequence
of going jogging is |you get sweaty

IBirl:Is can sing

IA songbird can wake you in the morning

IYuu eat breakfast soon after you wake up

The first thing you do when you eat breakfast is make coffee

‘ Teach Open Mind! I

‘ Teach Open Mind! | Try different sentences |
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It must be full of abunch of crank submissions,
vandalism, and plain old sophomoric stupidity.
But it's not. It's not half bad. In places, and
Increasingly, it's of very high quality. And that's
even more paradoxical.

— Larry Sanger, Wikipedia Co-founder
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Extracting to multiple representations

ConceptNet

Washing your hair produces clean hair a Semantic network

Shampoo is for washing your hair

You can find shampoo in a shower [ washing nair )
etc. .aﬁ %
LUM
_shower )
StoryNet
LifeNet a network of scripts
a Probabilistic network [ was taking a shower
My hair ks clgan L i
| spe some shampoo [ | 2w somz ShamMPoo ]
L am using shampoo v
| mm washing my halr [tp-uumlihmnﬂfﬂfhﬂd)
| am taking & shower +
1 am at home |: | washed my hair ]
M is 8 am
[ My hair felt clean ]

Push Singh, Barbara Barry, and Hugo Liu (2004). Teaching machines about everyday life. BT
Technology Journal, 22(4):227-240.
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LifeNet:

a 1st-person probabilistic model of

human experience
400,000 links relating 100,000 propositions

Before After

Itis 8 am

| am at home

Itis 11 am

| am at work

| am brushing my teeth

| am in front of my laptop
| am drinking coffee

| feel sleepy

| feel awake

Itis cloudy N

It is raining
Push Singh and William Williams (2003). LifeNet: a propositional model of ordinary human activity. Proceedings of
the Workshop on Distributed and Collaborative Knowl edge Capture (DC-KCAP) at K-CAP 2003. Sanibel Island, FL.
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Example: Inferring context from speech

Past Present Future

| eat sushi | eat sushi

| feel sick

| feel sick | feel sick

| feel hungry

| am at the doctor | am at the doctor

| feel healthy | feel healthy \s | feel healthy

| am at the doctor

(

| ate some old
sushi yesterday.
Maybe | should

g_> —

Engine

I’'m guessing
you feel sick.

Nathan Eagle and Push Singh (2004). Context sensing using speech and common sense. Proceedings of the
NAACL/HLT 2004 workshop on Higher-Level Linguistic and Other Knowledge for Automatic Speech Processing.
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Push Singh

Example: Inferring context
from sensors

Sensors Context

It is loud | am talking

It is quiet | am jogging

It is bright | am outside
It is dark > | am inside

/

| am moving | am at a party

| am immobile

| | am dancing '
Itis 9 pm l\\ | am drinking beer

It is 8 am | am sleeping
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Learning from and
Interpreting streams of sensor data

Preparing dinner
Door [ [ [ [ [ [ [ |

Light switch “
Medicine cabinet i T i . i
Freezer
Cabinet
Cabinet i I
Microwave l

Freezer |
Microwave i

Drawer 1

Light switch e
1
|
|
1
|
=

Cabinet

Cabinet
Freezer

Refrigerator

PI aceLab : Cabinet
a sensor-rich apartment Rk

Lamp
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7
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E. Munguia Tapia. " Activity Recognition in the Home Setting Using Simple and Ubiquitous Sensors' . S.M.
Thesis, Massachusetts I nstitute of Technology, 2003.
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Learning from people
as they live their lives

2004 September 17 2004 September 18
6:15:19 A.M. 12:00:00 A.M.

lifenet Knowledge

100 cell phone users -
around MIT

|' | |
. I

| ‘ l' ,\
_h_ _J'r'l"f' 1 ‘\ I \‘“ ¥ [l

A
U ULL I ||| 1 1 lh' ||

what was | doing?  what will | be doing next week?
who was | with? who might I run into?
what was | feeling? what should | do to prepare?
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What would they think?

&1 Sociable machines - Overview - Microsoft Internet Explorer (sl @
Fle Edit View Favorites Tools Help |',.'
Apdress -é} http: / fovwew . ai.mit.edufprojects/sodable foverview.hitml b . Go il

v =
Kismet home
OVERVIEW Soctable humanoid robots pose a dramatic
and mtriguing shift m the way one thinks
The robot about contrel of autonomous robots.
The framework Traditionally, autonomous robots are
Socializing desizned to operate a5 independantiy and
Onaoina research remotely as possible from humans, often
petforming tasks in hazardous and hostile
Broader guestions environments. Howevear, a new range of
People application domains (domestic,
Video enterrainment, health care, etc.) are dniving

the development of robots that can miteract
and cooperate with people, and play a pant
Media in their daily ives.

74 what would they think? :

; pholagy they

file edit options modalities of
' e (hrection, and

ines is important

eople to

br profoundly

! = ' lic robot called
GREEN NEUTRAL NEUTRAL action. Inspired
fodder::: Sociable humanoid in their daily lives s work
ble Kismet to
THI FITETACHON Wi @ numan caegiver and to leam
from them remimscent of parent-infant exchanses. To do this. Kismet perceives a

Hugo Liu and Peattie Maes (2004). What Would They Think? A Computational M odel of Attitudes. Proceedings of the
ACM International Conference on Intelligent User Interfaces, Ul 2004, January 13-16, 2004, Madeira, Funchal,
Portugal. ACM 2004, ISBN 1-58113-815-6, pp. 38-45.
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ConceptMiner:
Can we find common sense on the web?

ran a marathon

query google, download pages

pos tag pages, extract concept patterns

rank results based on similarity to OMCS

’4

good results (30%)
IS an important event
running event
finish a marathon
complete a marathon
run for pleasure
could barely run two miles

Push Singh

)

poor results (70%)
has run a total
are optional run days
marathon the adventure
Not only does marathon
marathon a reality
say running this marathon

15/22

Mining Results

Query Mined | Clean
ran a marathon 1614 556
watched a marathon 1354 94
finished a marathon 297 94
trained for a marathon 265 94
entered a marathon 259 83
won a marathon 157 42
Totals 4221 1033
1 million good results
per machine-day
MIT Media Lab




Push Singh

Our projects

LifeNet (temporal probabilistic model)
ConceptNet (large-scale semantic net)
StoryNet (structured story knowledge base)
GoalNet (typical human goals and priorities)
SituationNet (prototypical situations)

ShapeNet (shape kb for visual commonsense)
GlueNet (connecting representations)

ThinkNet (reflective reasoning with stories)
ComicKit (telling stories by writing online comics)
Serendipity (learning behavior from experience)
ConceptMiner (terascale web mining)

EM-ONE (implementing the Emotion Machine)
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Representing knowledge
In multiple ways

StOnye’[ ‘ Story-like scripts

LifeNet EEEEE) Transframes
| ]
ShapeNet ‘ ;:zgféi:;?ﬁas '“ ; ..p': ".‘_r. Procedural,
ConceptNet EEEEE)> Semantic nets ’ ’ e
SituationNet EEEEE) K-fines

visual,
haptic,
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An architecture for the mind

how to think

what to think

Self-Conscious Thinking
Concenned with relationchip bebween this mind and
others, ncluding self-appraisal by comparing one's

abilities and goals with those of others. I

Self-Reflective Thinking
Concerned with larger scale models of “sell”, incleding
the extent and boundaries of one’s physical and cognitive
abilities and knowledge.

Reflective Thinking
Raflacts on mnd mMsn&GEs daliberative activity, Irl-ﬂl.ldir'lg
assigning credit to inference methods, selecting suitable
representations, and so forth,

Story-like scripts

Transframes

Frame-arrays
Picture-frames

linguistic,
physical,
social,
visual,
haptic,
h. among
5 others

Semantic nets

K-lines
Deliberative Thinking
Ressons about the situations sand ewents in the external
world, 2.9, predeciaon, explanation, planning, diagnasis,
generalization.

Learned Reactions
Learmnad reflexces, soripts, and otherwise automatic, non-
deliberative processes acting both on the external world

Representation Levels
and within the mind,

Innate Reactions
Instinctive refbexes and responses to opportunities and
emergencies that oocur in the external ward or in the
mind seif,

Push Singh
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A reflective and self-aware
architecture for intelligence

Self-Conscious Thinking
Concerned with relationship between this mind and want to |
aothers, including seif-appralsal by comparing one’s

abllities and goals with those of others.

Self-Reflective Thinking
Concernegd with larger scale models of "self™, including
the extent and boundaries of one's physical and cognitive
abilities and knnwledge.

Reflective Thinking
Reflects on and manages dellberative activity, Including
assigning credit to Inference methods, selecting sultable
representations, and so forth.

Deliberative Thinking
Reasons about the situations and events in the extermal
world, e.g. prediction, explanation, planning, diagnosis,

Questions the architecture can ask itself:

generalization. What is the best thing for me to do now?
- . : . ’
Learned Reactions What will happen_ next foII_owmg this event.o
Learned reflexes, scripts, and otherwise automatic, non- What would explain why this event occurred”
deliberative processes acting both on the external world What can | learn from this failure?
—in bl el What might go wrong while performing this action?
Innate Reactions What could be it the negative consequences?
Instinctive reflexes and responses to epportunities and Why are they taking that action?
emergencies that occur in the external world or in the ete
mind itself. :

Push Singh and Marvin Minsky (2003). An ar chitecture for combining waysto think. Proceedings of the International
Conference on Knowledge Intensive Multi-Agent Systems. Cambridge, MA.
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Conclusions

1. Using the web, we have been able to give computers a
first cut at a broad-spectrum understanding of the
human world.

2. We are searching for ways to use “messy” knowledge
bases, e.g. using probabilistic representations.

3. We are connecting commonsense reasoning directly to
the real world through sensory interfaces, to learn from
and also to help interpret that sensory data.

4. We are developing cognitive architectures that are
self-reflective and multi-representational, to try to
achieve something closer to human-like thinking.

5. We are developing many applications based on these
technologies. See Beating Common Sense into
Interactive Applications (Al Magazine, Winter 2004).
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More information

http://csc.media.mit.edu

Contributors:

Barbara Barry, Walter Bender, Tim Chklovski,
Nathan Eagle, lan Eslick, Jose Espinosa,
Ashwani Kumar, Henry Lieberman, Hugo Liu,
Erik Mueller, Marvin Minsky, Bo Morgan,
Alex Pentland, Push Singh, and Ryan Williams
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how much does a person know?

« Can you estimate the number of...
— words you know and things you know about those words
— activities you are familiar with and their structures
— bodily postures you can get into and what you can do in them
— object appearances you can recognize from different angles
— layouts of typical places you know and what you can do there
— actions you can predict the effects of in different contexts
— functions various shaped objects serve
— goals you want to achieve—both large and small
— emotional states you enter and how they affect your thinking

* |t seems likely that the number is in at least the millions and
possibly there are tens or even hundreds of millions of items of
common sense.
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The Challenge: Ambiguity

“the sky is blue”

You can always make things more precise. Does this mean...
... the sky is always blue?
... the sky is blue only sometimes (i.e. during the day)?
... the sky is mostly blue but has other colors?
... the sky is always blue but the things in it have other colors?

How can we reason with this kind of ambiguity?
do we need a more precise ontology under the hood?
can we learn the distribution of more precise meanings?
can contexts help disambiguate, as is done in NLP?
maybe we can leave representations ambiguous?
(ambiguous senses sometimes help by lending additional meaning)

Ambiguous representation involve fewer symbols and less syntactic
complexity, and are simpler to think about. This makes building KBs
much easier, at the cost of their being harder to apply.
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GlueNet:
Tools for Ontology Alignment

Database of paraphrases

[ woke up ]<—>[ got up )
( in the morning J<—>[ early in the day J
(made some coffeeJ<—>[ brewed up coﬁee)
[ tasted terrible J<—>( horrible tasting )
( at school ]<—>[ at the lab )

Helps deal with lack of cohesion

( | wake up ) ’( | cook breakfast J
( ] ( 1am in the kitchen | ’,f" [ ]
1 th I e !
—= [ I make breakfast ]‘ ===
[ I am hungry ) [ | see milk )

Push Singh 24/22 MIT Media Lab



ConceptNet:
a large semantic network
1.6 million links relating 300,000 concepts

alarm

clock {OO.,
ot
R : %,
<
wake up
@ y table Of
¢ N
(8) LN
%@ bo(\ é‘o
5 o ;
6, s
wake up in PrerequisiteOf eat EffectOf full
morning breakfast stomach
0y
K0 &
ue® S 2 @ e,
o & % 5 e
§ % 1 >
5 e 3

yawn

Hugo Liu and Push Singh (2004). ConceptNet: a practical commonsense reasoning toolkit. BT
Technology Journal, 22(4):211-226.
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ConceptNet toolkit

(www.conceptnet.org)

e 06 conceptnet 2.0 mini-browser

watch movie e runs as XML-RPC server

of-speech tagging, chunking)
BROWSE| CONTEXT| PROJECTION| ANALOGY| GUESS CONCEPT] functionality

¥ — topic+jisting (e.g. an article
==SuperThematicKLine==> watch (0, 61) with COF_]CEp'[S, gun,
==SubeventOf==> eat popcom (7, 0) convenience store, demand

==SubeventOf==> sit (1, 3)
==UsedFor==> entertainment (3, 1) money and make getaway

==SubeventOf==> cry (3, 0) ‘r‘mght SuggeSt“th_e tOE“CS
==MotivationOf==> be bore (2, 0) robbery” and “crime”)
==SubeventOf==> laugh (2, 0) _ _ ; :
==MotivationOf==> see story (2, 0) affec.;[ _senscling (gg this
==EffectOf==> fear (2, 0) email is sad and angry)
==MotivationOf==> be entertain (2, 0) — text summarization
==SubeventOf==> be quilet (2, 0)

==SubeventOf==> fall (2, 0) — and more
==SubeventOf==> buy ticket (2, 0) o ; i

LT O Wi sot o (3108 Versions in _Python, Java,
==UsedFor==> relax (1, 1) Common Lisp, C, Ruby
==SubeventOf==> look (1, 1)

==SubeventOf==> select (0, 2)

==SubeventOf==> pay (0, 2)

==CapableOfRecelvingAction==> enjoy (0, 2)

==UsedFor==> spend time (0, 2)
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example: inferring affect of text

EmpathyBuddy Mail Client
File Edit Options H be involved in accident

send email — ;
To: = / \
o: Em@ao £om : effect of effect of

Subject: hi
et | 7 \

—— [ |nj}1ry ] feel pain ]
guess what? i bought a new car last \
week. it's a shiny red bmw. but... i also

have some bad news. i got into an subevent

does not want

accident and i wrecked it. |

does not want/ cry

does not want

Expressiveness|S [ person

Hugo Liu, Henry Lieberman, and Ted Selker (2003). A Model of Textual Affect Sensing using Real-World Knowledge.
Proceedings of the Seventh International Conference on Intelligent User Interfaces (1UI 2003), pp. 125-132. Miami, Florida.
Outstanding Paper Award.
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Multiple Ways to Acquire Knowledge

Watching
& Learning

Push Singh 28/22 MIT Media Lab



Multilingual ConceptNets

95% of ConceptNet is valid in Chinese culture.
Developing a tool to make it easy to translate nodes.
Also: Spanish, Japanese, Hindi
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SituationNet:
detailed descriptions of situations

buying food
wearing jeans

see cereal boxes
looking at a child

at the grocery store
pushing cart
smiling at someone

standing up
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Example:
Gisting fine-grained topics from speech

Actual Topic
What to get for lunch in the cafeteria
(streaming data to an access point
mapped as ‘cafeteria’.)

Transcription
Store going to stop and listen to type of
its cellular and fries he backed a bill in
the one everyone get a guess but that
some of the past like a salad bar and
some offense militias cambers the site
fast food them and the styrofoam large
chicken nuggets son is a pretty pleased
even guess | as long as can’t you don't
have to wait too long its complicity
sunrise against NAFTA pact if for lunch

Without Context

With Context

(5) talk with someone
far away

(27) eat in fast food
restaurant

(5) buy beer

(21) eat in restaurant

(5) eat in restaurant

(18) wait on table

(5) buy hamburger

(16) wait table

(4) go to hairdresser

(16) go to restaurant

(4) wait in line

(15) know how much
you owe restaurant

Nathan Eagle, Push Singh, and Alex (Sandy) Pentland (2003). Common sense conver sations. under standing casual
conver sation using a common sense database. Proceedings of the Artificial Intelligence, Information Access, and
Mobile Computing Workshop (IJCAI 2003). Acapulco, Mexico.

Push Singh
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Push Singh

Adding to LifeNet

Add Lis
| get hungry
| get less hungry
| am less hungry

| see hungry people

| please a hungry
person

| see a hungry person
| stay hungry
| feed hungry people

| see power hungry
people

| give nourishment to
hungry people

| make pizzas for
hungry customers

| make a hungry person ["

True
| shut my eyes
| am very tired
| get some sleep
I go to sleepin a bed

False
| am under the water

| get some water

Suggestions

| shut a television
| bat my eyes

| close eyes to
increase focus

| sleep anywhere
| sleepin a sun
| sleep while away

| sleep in a bed

32/22

True
| feel hungry
| awake in @ morning

| see a ray of light

Suggestions

| feel less hungry

| eat my breakfast

I go to sleep in a bed
| see a kitchen table
| see a ray of light

| forget my dreams

| feel hungry

| awake in a moring | *

MIT Media Lab



Commonsense Computing
@ MIT Media Lab

We are developing a suite of tools:

— Commonsense knowledge bases
* By enlisting ten thousand people over the web
* By mining millions of pages on the web
e By watching people as they live their lives

— Commonsense reasoning systems
« That are tolerant to ambiguity and errors
« Based on multiple representation schemes

— Commonsense computing architecture
e Marvin Minsky’s new Emotion Machine architecture
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ShapeNet: Spatial Common Sense

Push Singh

ShapeNet: [ dog 139 Results
Rate this Shape Q D
"dog" or "DOG" RANDOM
34/22 MIT Media Lab



StoryNet

| felt bored

Y

| decided to go the beach
¥
| got in my car

¥

| drove to the beach

\

It was very crowded

¥

| swam in the surf

¥

| got tired

Push Singh 35/22 MIT Media Lab



Collecting Stories

|»

©OPEN % MIND Teaching computers about the things people do

Experiences
Contribute - Browse - Statistics - Help - About - Preferences - Download - Logout

Welcome push. There are 94 experiences and 75 facts in the database.

Search for Concept: | Search

Browse the knowledge N

Results pages: 1234567 ... 17 >>

Experience New Clone Explain Judge Repair
by push . i ;
0000-00-00 00-00-00 | wanted to be a circus clown. In order be one | needed to get a job at the circus.

7 related facts :
2 judgements Related facts:

e Someone would want to become clown because they like to make people laugh. [by push] [repair] |

e Clowns sometimes use balloons and make-up. [by push] [repair] ‘
[Click here to see all 7 related facts]

Fact Judge Repair
by push . .

2003-07-13 17-35:52 Someone would want to become circus clown because they like to make people

1 judgement laugh.

'Explains experience:
| wanted to be a circus clown. In order be one | needed to get a job at the circus. [by push] [repair] |

=
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Acquiring Commonsensical
Stories from Kids

£ The ComicKit - Mozilla Firefox

File Edit VWiew Go Bookmarks Tools Help

<§| - [_:‘\) - O @ ||J http://xnet.media.mit.edu/comidkt j D co |@,

Response receive

Read xnet.media.mit.edu

Ryan Williams, Barbara Barry, and Push Singh (2005). ComicKit: acquiring story scripts using commonsense
feedback. Proceedings of the ACM International Conference on Intelligent User Interfaces (1Ul 2005). San Diego, CA.
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The Structure of a
Commonsense Appliance

Understand the situation Take useful actions
- Acts on your behalf

- Watch what you do

- Listen to you speak ‘ - Suggests things to do
- Monitor sensors - Warns you of problems
- Read your blog - Remind you of things

All systems

will come with —
embedded What are you doing and why?
What can you do to achieve your goals?
common sense! s there a better situation to be in this one?

What just happened and what might happen?
What might go wrong?

@Id someone else help? /

Push Singh 38/22 MIT Media Lab




Interpreting sensor data
using common sense

Given a partial and raw sensory

stream, we can try to interpret it at a

higher level.
One possible narrative explanation:
— person enters room
— person gathers ingredients
— person begins cooking
— person prepares ingredients
— person cooks those
— person gets knife
— efc.

Using a maximum likelihood
framework -- given observations,
infer most likely high events.

Push Singh
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Preparing dinner

Door I
Light switch e e e
_ Medicine cabinet [

Freezer

. Cabinet
_ Cabinet | _ i _
Microwave l

Freezer |

Microwave il

Drawer 1

' Light switch ' ' ' ' ' =
Cabinet [ |
Cabinet

Freezer :

| Refrigerator [ _ _ | _ | | b |
Cabinet |

Refrigerator |

| Lamp _ | _ | _

MIT Media Lab
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