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Ordinary Least Squares

@ The model:
y=XB+e

where y and € are column vectors of length n (the number of
observations), X is a matrix of dimensions n by k (k is the
number of parameters), and B is a column vector of length k.

@ For every observation i =1,2,...,n, we have the equation
Yi=xi1fr+ -+ xik Bk + &
@ Roughly speaking, we need the orthogonality condition
Eleix]=0

for the OLS to be valid (in the sense of consistency).
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OLS Estimator

o We want to find B that solves
mﬁin(y—Xﬁ)'(y—Xﬁ)
@ The first order condition (in vector notation) is
0=X' (y . XB)

and solving this leads to the well-known OLS estimator

B=(XX)"Xy
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Geometric Interpretation

@ The left-hand variable is a vector in the n-dimensional space.
Each column of X (regressor) is a vector in the n-dimensional
space as well, and we have k of them. Then the subspace
spanned by the regressors forms a k-dimensional subspace of
the n-dimensional space. The OLS procedure is nothing more
than finding the orthogonal projection of y on the subspace
spanned by the regressors, because then the vector of residuals
is orthogonal to the subspace and has the minimum length.

@ This interpretation is very important and intuitive. Moreover,
this is a unique characterization of the OLS estimate.

@ Let's see how we can make use of this fact to recognize OLS
estimators in disguise as more general GMM estimators.
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Interest Rate Model

@ Refer to pages 35-37 of Lecture 7.

@ The model is
rt+1=ao+airt + &1

where

E[EH_]_] =0
E [8$+1j| = b0+b]_rt

@ One easy set of moment conditions:

0=E [(1, ft)/(rt+1 —aop— alrt)]
0=E [(17 re) ((rt+1 —ag—air)®— by — b1rt)]
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@ Solving these sample moment conditions for the unknown
parameters is exactly equivalent to a two-stage OLS
procedure.

@ Note that the first two moment conditions give us
! ~ ~
Er [(1, re) (re+1— 30 — 31ft)] =0

But this says that the estimated residuals are orthogonal to
the regressors and hence 3y and 3; must be OLS estimates of
the equation

rep1=ap+air:+ &1
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@ Now define
Et41=rt41—3d0—aAir:

then the sample moment conditions
Er [(1, r) ((r,f+1 — 30— 41r)% — bo— Blrt)} =0
tell us that IA)O and Bl are OLS estimates from the equation
821 = bo+bire+ Ui

by the same logic.

Brandon Lee OLS: Estimation and Standard Errors



Standard Errors

o Let's suppose that E [¢?|X]| = 62 and E|[g;g;|X] =0 for i # .
In other words, we are assuming independent and
homoskedastic errors.

@ What is the standard error of the OLS estimator under this
assumption?

Var (B\x) — Var (3 —B|X)
= Var (x'X) " Xe|X)
— (X'X) " X Var (] X) X (X'X) !
o Under the above assumption,
Var (¢|X) = 621,

and so A
Var (BIX) = 0% (X'X) "
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@ We can estimate o2 by
/\ 1 n
Tk
and the standard error for the OLS estimator is given by

Var (BIx) =0 (x'x) "
@ This is the standard error that most (less sophisticated)
statistical softwares report.

@ But it is rarely the case that it is safe to assume independent
homoskedastic errors. The Newey-West procedure is a
straightforward and robust method of calculating standard
errors in more general situations.
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Newey-West Standard Errors

o Again,
Var (Byx) — Var (B —mx)
= var (X'X) " X'e|X)
— (X'X) " Var (X'g|X) (X'X)

@ The Newey-West procedure boils down to an alternative way
of looking at Var(X'e|X).

@ If we suspect that the error terms may be heteroskedastic, but
still independent, then

Var (X'e|X) = Z
and our standard error for the OLS estimate is
Var (B1X) = ( ( ) (xx)
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o If we suspect correlation between error terms as well as
heteroskedasticity, then

k 0 n ,
Var (X/8|X) = Z kkm ( @,‘é,urj ‘X,'XH_J->
t=1

=k

and our standard error for the OLS estimator is

7 (50) =00 § 550 (Baesonot ) ) 000
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@ We can also write these standard errors to resemble the
general GMM standard errors (see page 23 of Lecture 8).
@ In the uncorrelated errors case, we have

¥ () = 0ex) (£ ) 000
<X,7X> (2Ee) (25)

= 1E (] ( Zs xix > (xix!) ™

and for the general Newey-West standard errors, we have

Var (BIX) = (x'x) ! (_Zk;kkkm (Zn; §i§i+j'XiX;+j>) (x'x)*

1. 11 I -
= —E (xixi) 1<n )» k\J\ (Zg'flﬂ XX :+J)>E(X"X;) '

j=—k
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