Spatial Statistics: Regression

Part 1: Running a Regression in ArcMap and Geoda

ArcMap

1. You will be using a dataset called south.shp. To see all the variables included in this dataset,
open the codebook.pdf that is located in the same folder as the dataset.
2. Open ArcMap and add south.shp to the map.
3. Disable background processing so that you can see the regression results in the current window.
a. Click on Geoprocessing > Geoprocessing options in the top menu bar.
b. Under background processing, uncheck “enable.” Click Ok.
4. Open ArcToolbox. Right click anywhere in the white space and click Environments...
a. Expand Workspace.
b. Change the Current Workspace and Scratch Workspace to your folder on the desktop.
You will have to click on the folder (not a file in the folder) to do this.
5. Expand Spatial Statistics Tools > Modeling Spatial Relationships and double click on Ordinary
Least Squares. Specify the following:
a. Input Feature Class = south
b. Unique ID Field = FIPS2
c. Output Feature Class = your folder on the
desktop. You can keep the default file
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name. =
d. Dependent Variable = HR90 e
e. Explanatory Variables = RD90, PS90, R

UE90, DV90, MA90
f.  Output Report File = Click the folder icon
and navigate to your folder on the
desktop. Name the file something like T T
olsreport.
6. Click Ok.
7. You can see the regression results in the dialog
box if you expand it. Because we have also saved
it to our folder, we can close this window. Minimize ArcMap. We'll examine the output later.
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Geoda

1.

2.
3.
4

o

Open Geoda.
Click File > New Project From > ESRI Shapefile and select south.shp
Select Methods > Regression
Select your dependent and independent variables.
a. Dependent: HR90
b. Independent: RD90, PS90, UESO, DV90, MA90
You should create a spatial weights file before running the regression. While it’s not required to
run a classic regression, it’s useful for conducting follow-up tests afterward and is needed for
the spatial lag and spatial error models.
a. Check off the box next to Weights File.
Click on the button with the “W” on it.
Click the button next to “Create new weights file”
ID Variable = FIPSNO
Now you will tell Geoda how to define neighbors. Neighbors can be based on borders
that touch (rook), vertexes and edges that
touch (queen), objects within a certain e ———
distance, or a certain number of neighbors. s e
Select the following: Cntocky Ve
i. Rook Contiguity SO
ii. Adjust the order of contiguity to 2
(this will detect neighbors of
neighbors).
iii. Check the box to include lower
orders (this will include neighbors keNewest Neighbors
and neighbors of neighbors). — povon
f. Click Create.
g. Name the file southrk and save it in your folder on the desktop.
h. Close the Weights File Creation box.
Make sure that “select from currently used” is filled in with the file path to your new spatial
weights file. Click Ok.
Check the box for White test.
Click Run to run the regression.
Move the output and click the “Save to Table” button to save the predicted values and residuals
to the data table.
a. Inthe Save Regression Results dialog box, check off Predicted Value and Residual and
click the buttons for “Add Variable” to automatically create a new variable for these
results. You can accept all the default settings.

®aogo

Theeshold Distance

Save Regression Results 3

7] Predicted Value Add Variable | [oLs PREDIC M

7] Residual / [ Add Variable | [oLs ResIDU )

Click Add Variable
to create a new oK ] I Glocs }
variable

b. Click OK to close the Save Regression Results box.
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10. You will see the following report:

Reqres
JUH!AR‘I OF QUTPUT ORDI\IAP'I LEAST SQUARES ESTIMATION

Data
D-;-r.d-m Variable Hiﬁo Nusber of Cbservations 1412
Mean depesndent var 9 5493 Number of Variables 65
S.D. depondent ver 7.03637 Degrees of Freedom 1406
Resquared 0309158 F-statistic 126 839
Adyusted R-squared 0306701 Prob(F-statistic) 0
Sun squared residual 48295 4 Log likelihcod 4497.37
Jl’J‘ll square 34.34%% Akeike info criterion 9006.75
E. of regression §.00088 Schvarz criterion 9030.2¢
Sagln square ML 34.203%
regression ML Tt
Varisble Coafficient Sed Exxor t-Statistic  Probability
CONSTANT 8962537 1.781336 5 031357 00000005
BD0 4.587789 0.2145701 3 0.0000000
PS30 1355899 0.2054009 0.0000000
MASD -0 Dlﬂlﬂlﬂﬁ 0.04890147 -l ﬂlle° 0.3117676
Y90 0.1151726 4.007811 0.0000645
UES0 -0 <:un;s 0.07002763 -7 488488 0.0000000

REGRESSION DIAGNOSTICS
NULTICOLLINEARITY ﬁ"NhTTTUN NUNRER 30 863233

TEST ON NORMALITY OF
Teer VALUE 08
Ja!ﬂ\lﬁ Bera .' 2833 424 0.0000000

DIAGROSTICS FOR HETERUSKEDASTICITY
HAND(IN COEFFICIENTS

oF VALUE FRO8
nmus-:)\ !'-qnn te—t s 5150765 0.0000000
Hoenker-Bassa 124.2238 0.,0000000
:P"nrnu.h)l Rumxc.'r TN'{
TEST DF VALUE FROB
Vhate 20 242 806 00000000

DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR VEIGHT NATRIX & southrkl2 gal
(rov-atandardized weights)

TEST uLDE VALUE FRO8
¥oren's I (error) 0.083930 98642967 0.0000000
Lagrange !ulunhox (lag) 1 716961448 0.0000000
Robust LM (lag) 1 4.7220150 0.0260957
Lagrange Hu m;l... (arror) 1 83 Toeai30 00000000
(error) 1 2 24873 0.0000022
.a'u'an'le Multiplier (SARMA) 2 34 0reeaz0 0.0000000

Part 2: Interpreting Regression Report Results

Open the pdf output report from ArcMap that was saved in your folder and look at both regression
outputs. ArcMap and Geoda have many of the same results, but also some differences. The results are
usually on pages 1 and 2 of the ArcMap output.

Summary Statistics

Geoda:

Regression

Data set

Dependent Variable
Mean dependent var
S.D. dependent var

SUMMARY OF OUTPUT: ORDINARY LEAST SQUARES ESTIMATION

south
HRS0 Number of Observations: 1412
9.5493 Number of Variables : 6
7.03637 Degrees of Freedonm : 1406

ArcMap:
Input Features:

Number of Observations:

south Dependent Variable: HR90

1412 Akaike's Information Criterion (AICc) [d]: 9008.825986

Q: What summary statistics are provided in the output?
A: number of observations, number of variables, mean and standard deviation of dependent variable,

dependent variable.

Q: How many observations were used in the regression?

A: 1412
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Q: How many variables were used and how many degrees of freedom are there?
A: 6 variables and 1406 degrees of freedom (notice that this is the number of observations minus the
number of variables)

Traditional Measures of Regression Fit

Geoda:

R-squared 0.309158 F-statistic 125.839
Adjusted R-squared 0.306701 Prob(F-statistic) 0
Sum squared residual: 48295.9 Iog likelihood -4497 .37
Signa-square - 34 3499 Akaike info criterion 3006.75
S.E. of regression S 86088 Schwarz criterion 9038.26
Signa-square ML - 34.2039

S.E of regression ML: S 84841
ArcMap:

Multiple R-Squared [d]: 0.309158 Adjusted R-Squared [d]:

Joint F-Statistic [e]: 125.839368 Prob(>F), (5,1406) degrees of freedom:

Q: What is R*?

A: .306701 (adjusted)

0.306701

0.000000*

Q: How much variation in homicide rate (the dependent variable) is accounted for by the variables in

our model?
A: About 31%

Analysis of Individual Variables

Geoda:
Variable Coefficient Std . Error t-Statistic Probability
CONSTANT 8.962537 1.781336 §.031357 0.000000S
RDS0 4.587789 0.2145701 21.38131 0.0000000
PS90 1.955899 0.2054009 9.522349 0.0000000
MAS0  -0.04948188 0.04890147 -1.011869 0.3117676
DV30 046159 0.1151726 4.007811 0.0000645
UESO -0.524402S 0.07002783 ~7.488488 0.0000000
ArcMap: (usually on page 1 of the pdf output)
Variable Coefficient [a] StdError t-Statistic Probability [b] Robust_SE Robust_t Robust Pr[b] VIF [c]
Intercept 8.962537 1.781336 5.031357 0.000001* 1.709932 5.241457 0.000000* RGeS
RD90 4.587789 0.214570 21.381309 0.000000* 0.291864 15.718950 0.000000* 2.090407
PS90 1.955899 0.205401 9.522349 0.000000* 0.330308 5.921435 0.000000* 1.226016
UE90 -0.524402 0.070028 -7.488488 0.000000* 0.082467 -6.358941 0.000000* 1.892543
DV90 0.461590 0.115173 4.007811 0.000072* 0.115710 3.989207 0.000078* 1.101253
MA90 -0.049482 0.048901 -1.011869 0.311763 0.049898 -0.991655 0.321524 1.263381
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Q: Which variable(s) are not significant predictors of homicide rate?
A: MA90

Q: Which variables are positive predictors? Which are negative predictors?
A: Positive Predictors: RD90, PS90, DV90 Negative predictors: MA90, UE9O

Q: What is the regression equation?
A: HR90 = 4.59(RD90) + 1.96(PS90) - .05(MA90) + .46(DV90) - .52(UE90)

Measures of Comparability

Geoda:

Log likelihood : -4497 .37
Akaike info criterion 9006 .75
Schvarz criterion C 9038.26

ArcMap: (page 2)
Akaike's Information Criterion (AICc) [d]: 9008.825986

When comparing models, look at the AlCc value. A lower AlCc value means the model is a better fit for
the data. In Geoda, the higher the log likelihood, the better the fit and the lower the Schwartz criterion,
the better the fit of the model. We’ll come back to these later after we run some alternative models.

Multicollinearity

ArcMap: (page 1)

Y9 Qg Is there potential redundancy among variables based on the VIF?

A: No, the VIF values are all below 7.5

2.090407
1226016
1.892543
1.101253

1.263381

Geoda:
|MUI.TICOI.]’.IHEARITY CONDITION NUMBER 30, 863233|

Q: Is there potential correlation among variables?
A: There could be since the multicollinearity condition number is greater than 30.

Normality of Errors

Geoda:

TEST ON NORMALITY OF ERRORS

TEST DF VALUE PROB
Jarque-Bera 2 2833.424 0.0000000

ArcMap: (page 2)

Jarque-Bera Statistic [g]: 2833.424057 Prob(>chi-squared), (2) degrees of freedom: 0.000000*
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Q: Is the Jarque-Bera test significant? What does that mean?
A: Yes. The model could be missing variables.

Q: Does this agree with the R’ value?
A: Yes, since R? indicated that our model only explained about 30% of the variance in homicide rate.

Tests for Heteroskedasticity:

Geoda:

DIAGNOSTICS FOR HETEROSKEDASTICITY
RANDOM COEFFICIENTS

TEST DF VALUE PROB
Breusch-Pagan test S 515.0765 0.0000000
Koenker-Bassett test S 124.2738 0.0000000
SPECIFICATION ROBUST TEST

TEST DF VALUE PROB
Vhite 20 242 .806 0.0000000

ArcMap: (page 2)

Joint F-Statistic [e]: 125.839368 Prob(>F), (5,1406) degrees of freedom: 0.000000*
Joint Wald Statistic [e]: 330.817288 Prob(>chi-squared), (5) degrees of freedom: 0.000000*
Koenker (BP) Statistic [f]: 64.758576 Prob(>chi-squared), (5) degrees of freedom: 0.000000*

Q: Are any of the tests for heteroskedasticity significant? What does this mean?
A: Yes, they all are. One or more of the variables may be a strong predictor in one area, but not others.

Tests for Spatial Autocorrelation

Geoda:

DIAGNOSTICS FOR SPATIAL DEPENDENCE
FOR WEIGHT MATRIX . southrkl2 gal
(rov-standardized weights)

TEST MI/DF VALUE PROB

Moran's I (error) 0.089930 9.8642967 0.0000000
Lagrange Multiplier (lag) 1 71.6961448 0.0000000
Robust IM (lag) 1 4.7738150 0.0288957
Lagrange Multiplier (error) 1 89.3048170 0.0000000
Robust LM (error) 1 22.3824873 0.0000022
Lagrange Multiplier (SARMA) 2 94.0786320 0.0000000

Q: What test statistic should you use?
A: The robust versions since the standard versions are significant.
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Part 3: Fun with Residuals
Mapping Residuals

Now you will map the residuals in both ArcMap and Geoda. You should get similar results in each.

ArcMap

ArcMap automatically creates a map of the
residuals when you run a regression. The
output from OLS is a map of the studentized
residuals. Studentized means that the residual
was divided by an estimate of its standard
deviation. This helps account for the different
variances of the residuals.

Red = under predictions (where the actual
number of homicides is higher than the model
predicted)

Blue = over predictions (actual homicides are lower than predicted).

Q: Do you see any patterns?
A: There seem to be a few clusters of high and low values. Later we will conduct a formal test for spatial
autocorrelation among the residuals.

Geoda
1. Select Map > Standard Deviation Map
2. Select OLS_RESIDU as the variable and
click Ok.

@ Standard Deviation: OLS_RESIDU s|[@=

Standard Deviation: OLS_RE

Negative residuals (dark blue) are over predictions
and positive residuals (dark red) are under
predictions. Residuals should be randomly
distributed. Clusters of similar colors could
indicate spatial autocorrelation. Large outliers
may need to be examined as well.
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Plotting Residuals

Plotting the residual vs. one of the unique ID variables helps you identify patterns in your residuals and

see unusually large residuals.

ArcMap
1. Click View > Graphs > Create Graphs...

from the top

menu bar

2. Select Scatter Plot as the graph oot =i
type X . Gipl';::; B . Graph of south_proj_ols
3. Select Residual as the Y field and e o[ s "
. © south_proj_ols &
FID (or OBJECTID) as the X field. D an o N
¥ field: Residual =
4. Uncheck the box next to “Add to e .
| e ge n d ” X label field: <None> -
. Vertical axis: Left x §
5. Inthe Symbol Properties box, O —— -3
choose a style you ||ke and [lAddtolegend [ Show labels (marks)
decrease the size of the symbols S petes
so the individual points are easier ot lpoe]
Width: 3 3 style: Cirde = -
to see Height: 3 -20-4; - . . ? L . -
. . . o 200 400 600 800 1,000 1,200 1,400
6. Click Next and then Finish. — D
Add ~ Load Template v
ot raphs
You will see the following plot of the residuals:
Graph of south proj ols 2 _
o Seapifof soten_peol.os Very large residuals may indicate “ighored
L . . . . . .
| . variables.” Examining their location on the
o . : map and their relationship to other variables
x % 2 could improve the model.
20 12 . ¥ -
1 v.’.' e ey e 1. Draw a box around some of the large
g %%;; g SR O %;?ov"" 2+ residuals and notice how the corresponding
s 9“:’“ e s 8 g«’%‘»o,;; %ok o8 -
i 3 s» M;»Ey %@ Mﬁ w, S ?ﬁ% o %E@“f" polygons are selected on the map. This is
V Bk 2 7 .
s g‘mo o o% otso EXS o$¢§§ o wc‘oa‘g (,af,‘,;,o °e o,, oF 09«? hogh, called erShlng'
: e :r 3
o 0 100 200 300 400 500 &0 T00 200 800 '1000 1,100 1,200 1,300 1400

FiD

You can also see these residuals in the table.

2. Right click on the OLS output layer and select “Open Attribute Table”
3. Click on the icon for “Show Selected Records” at the bottom of the table to only see the

polygons you selected.
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Geoda
1. Click Explore > Scatter Plot
2. Select OLS_RESIDU as the Y variable and POLY_ID as the X variable. Click OK.
3. Just like in ArcMap, you can draw a box around some of the large residuals to examine them on
the map.
4. You can view them in the table by clicking on the table icon “* , then right clicking on any of the
column headings and selecting, “Move Selected to Top”

& Map [= |[E 52 | €¥ Scatter Plot - x: POLY.ID, y: OLS_RESIDU [e=r=]
Map

- oM
| =

=
24

16

OLS_RESIDU

200 100 400 700 1000 1300 1600
POLY_D

Q: Are the large residuals positive or negative? What does this mean?
A: Positive residuals are under-predictions, meaning the crime rate is much higher in these areas than
the model predicts. On your residual map you can see that these polygons are dark red.

Q: Where are the large residuals located?
A: They seem to be scattered across the map. These may be areas you might want to research further.

Plotting Residuals vs. Predicted Values

This allows you to test for heteroskedasticity and also find outliers. The residuals should be scattered
randomly and not make any shapes, such as a funnel.

Repeat the procedures described above in ArcMap and Geoda and create scatter plots using
Y=Residual/OLS_RESIDU and X=Estimated/OLS_PREDIC. ArcMap also automatically includes this plot in
the pdf output.

&¥ Scatter Plot - x: OLS_PREDIC, y: OLS_RESIDU [E=]E=]
Q: Do the residuals seem to be scattered, with no e
visible pattern?
A: Yes 8

Q: Can you tell what that straight line of residuals
represents that runs diagonally across the bottom of
the plot? Hint: Try selecting a few points and
examining them in the table.

A: These are variables that had a homicide rate of 0.

o

OLS_RESIDU

OLS_PREDIC
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Testing Residuals for Spatial Autocorrelation

ArcMap

1. Deselect any polygons that are selected (Selection > Clear Selected Features)
2. Expand Spatial Statistics Tools > Analyzing Patterns and click on Spatial Autocorrelation (Moran’s

1)

3. Use the following as inputs:

a. Input Feature Class: south_ordinaryleastsquares

Input Field: StdResid
Check “Generate Report”

Distance Method: Euclidean_Distance

~0oo0T

Conceptualization of Spatial Relationships: Inverse_Distance

Row standardization is recommended whenever the distribution of your features is
potentially biased due to sampling design of an imposed aggregation scheme. Each

weight is divided by its row sum (the sum of the weights of all neighboring features).

5 Spatial Autocorrelation (Morans I)

Input Feature Class

| south2_OrdinaryleastSquares
Input Field
StdResid
[¥] Generate Report (optional)
Conceptualization of Spatial Relationships
INVERSE_DISTANCE

Distance Method
EUCLIDEAN_DISTANCE

Standardization
ROW

Distance Band or Threshold Distance (optional)

Weights Matrix File (optional)

Click OK
Close the progress window.

PNV A

Double click on Report File:
Moransl_Result.html. If you cannot see the
graphic, open the file in another web browser,
such as Chrome or Firefox.

Q: What does this tell you? Is there autocorrelation?
A: A small p-value indicates that there is significant
clustering or dispersion and the model may be missing
explanatory variables.
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Click on Geoprocessing at the top of the screen and Results.
Expand the current session and spatial autocorrelation

Moran's Index: 0.102724
Z-score: 9.900343 ==
p-value: 0.000000

G

v

Significance Level

(p-value)

0.01
0.05
0.10

0.10
0.05
0.01

aaooooe

Random

Clustered

Critical Value
xxxxx

Given the z-score of 9.90, there is a less than 1% likelihood that this clustered pattern could

be the result of random chance.

Standardization: ROW (with polygons you will almost always want to Row Standardize)

10



Geoda

You can use the spatial dependence tests in the ¥ LISA Cluster Map: geoda weights forsouth, LOLS RESIDU (499 perm) = =]
regression output to test for autocorrelation and v
identify other regression models that can be = i
used. You can also run a local Moran’s | test on I Low-Hon 69)
the residuals. In ArcMap we ran a global Moran’s | = ™"
| test to learn something about the overall
pattern of clustering. The local test will show
where specific clusters exist.
1. Select Space > Univariate Local Moran’s |
2. Choose OLS_RESIDU as your variable and,
if prompted, select the weights matrix oo s S e T ==
you created previously (this is not (RS iem
necessary if you set it as the default). —
3. Check the boxes for Significance Map and = ko
Cluster Map and click OK. B ;- 00001 )

¥y
ARSI
SHSIRSIY

These maps show potential locations of clusters
and outliers and their significance levels. Notice
that many of the clusters are located near the
high residual values that you identified
previously. Again, these are areas for further
investigation.

Part 4: Alternative Models

Geoda

Eliminating Variables
Since MA90 was not significant, we will remove it and see if it improves the model.
1. Follow the same instruction listed above for a Classic Regression, except only choose RD90,
PS90, UE9O, and DV90 as independent variables and HR90 as the dependent variable. Run the

model.
R-squared : 0.308655 F-statistic : 157 . 041
Adjusted R-squared 0.306689 Prob(F-statistic) : 0
Sum sguared residual: 48331.1 Log likelihood : -4497 .89
Sigmna-square ¢ 34 .3504 Akaike info criterion 9005.77
S.E. of regression 5.86093 Schwarz criterion X 9032 .04
Sigma—-square ML : 342288
S.E of regression ML: 5.85054

Q: How do the Adjusted R-squared, Log likelihood and AlCc compare to the previous model?
A: They are very similar, so for now we will leave MA90 in the model.

Spatial Lag Model
The spatial lag model includes a spatially lagged dependent variable and accounts for autocorrelation
through its weights matrix.
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1. Follow the same instruction listed above for a Classic Regression. Make sure to add MA90 back
into the model.
2. Use the Weights File you created earlier and choose Spatial Lag as the Model type. Run the

Regression

Select Variables

=
Dependent Variable

POT0 - > HR9O
PO8D g
Lo Independent Variables
e PS90
RD70 UEso
|Rog0 Digo
waso
PS70 W ——— |0
PS30 —
UEBD ——
UETO0 >
UESD
oV
V70
DV80
MAGO
MATO =
[¥] Weights File  [C:U: KD ArcGIS -] (4
Models
Classic © Spatial Lag Spatial Error

Q: How do the AlCc value and Log Likelihood compare to
those from the OLS model we ran earlier?

model.

Your output will be similar to that of a classic regression, except
there will not be as many tests.

e R%is a pseudo variable so it cannot be used for
comparison. Use log likelihood, AIC and SC for comparison

e The Breusch-Pagan statistic tests for heteroskedasticity.

e The Likelihood Ratio Test compares the null model (the
classic regression specification) to the alternative spatial lag
model.

Regression

SUMMARY OF OUTPUT: SPATIAL LAG MODEL — MAXIMUM LIKELIHOOD ESTIMATION
Data set : south_proj

Spatial Weight : geoda weights for south.gal

Dependent Variable HRS0 HNumber of Observations: 1412
Hean dependent var 9.5493 HNumber of Variables ¥

S.D. dependent var 7.03637 Degrees of Freedom : 1405

A: The AICc of the OLS model was 9006.75, compared to

8956.47 and the Log likelihood was -4497.37 compared to -
4471.24. Both of these are smaller, indicating this model is a

better fit.

Spatial Error Model

The spatial error model includes a spatial autoregressive
error term, which accounts for the autocorrelation.

1. Follow the same instruction listed above for a Classic
Regression, except choose Spatial Error as the Model.
2. Use the Weights File you created earlier.

Regression
Select Variables
PO70 A
PO80
PO%0
RD60
RD70
RD80

PS70

PS80

UESO

UE70

UESO

DV60

DVv70

Dv8o

MAGO

MAT70 ~

CE -

liim

Dependent Variable
HR90
Independent Variables

[P0 |
UES0
DV90
MA90
RD30

[¥] Weights File | C:\Users\

K\Do:

! °) )

Models

%) Classic

) Spatial Lag

@ Spatial Error

[ Close |

Reset

[ View Resutts |
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Lag coeff. (Rho) 0.328975
R-squared 0.339353 Log likelihood 3 —-4471 .24
Sq. Correlation o= kaike info criterion : 8956 .47
Sigma-sgquare 32.7089 Schwarz criterion 8993.24
S.E of regression 5.71917
Variable Coefficient Std.Error z-value Probability
W_HR90 0.3289753 0.04472762 7.355081 0.0000000
CONSTANT 3.518222 1.826017 1.92672 0.0540144
PS90 1.716899 0.2024496 8.480626 0.0000000
UESD —0.4034377 0.06876941 -5.866529 0.0000000
DV90 0.4744569 0.1124689 4.218559 0.0000246
HMA90 0.002120605 0.04797609 0.04420128 0.9647438
RD90 3.833284 0.2335948 16.40997 0.0000000
REGRESSION DIAGNOSTICS
DIAGNOSTICS FOR HETEROSKEDASTICITY
RANDOM COEFFICIENTS
DF VALUE PROB
Breusch-Pagan test s 6£31.099 0.0000000

DIAGNOSTICS FOR SPATIAL DEPENDENCE

SPATIAL LAG DEPENDENCE FOR WEIGHT MATRIX : geoda weights for south.gal
DF VAL

TEST
Likelihood Ratio Test 1 £2.27347 0.0000000

Your output will be
similar to that of the
spatial lag model.

Q: How do the AlCc value and Log Likelihood compare to the
models we ran earlier?

A: The AICc and Log likelihood are smaller than the OLS model
and the Spatial Lag model, indicating this model is a better fit
than the previous two.

If the diagnostics are significant and error and lag models are

similar, the model may need to be revised by adding or deleting
variables.
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ArcMap

Geographically Weighted Regression

When the Koenker test is statistically significant, as it is in this case, it indicates relationships between
some or all of your explanatory variables and your dependent variable are non-stationary. This means
that the strength of the relationship changes based on the geographic location. GWR may help with this
problem.

GWR will only run if there is minimal global and local variation among independent variables. If we run
GWR using all 5 variables, we’ll get an error message saying there are problems with the model:

Executing: GeographicallyWeightedRegression south proj HRSO RD90;P590;UES90;DV90;M2
\gwr4.shp" ADAPTIVE AICc # 30 # # 6674.55797636612 ¥ # #

Start Time: Tue Dec 18 13:24:40 2012

ERRCR 040038: Results cannot be computed because o

Hh
w
m
m
[

e vere model design problems.
Failed to execute (GeographicallyWeightedRegression).
Failed at Tue Dec 18 13:24:40 2012 (Elapsed Time: 0.00 seconds)

When you click on the error message, you will see the following explanation:
040038 : Results cannot be computed because of severe model design problems.

ArcGIS 10.1

Locate topic

Description

Results cannot be computed when there is either severe global or severe local multicollinearity (redundancy among
model explanatory variables).

Solution

To check for global multicollinearity, create an OLS model using the same dependent and explanatory variables.
Variables with large VIF values (above 7.5, for example) are redundant. Remove redundance variables from the model.
Finding local multicollinearity is more difficult. Create a thematic map for each of the explanatory variables and look for
areas with little or no variation in values. Avoid using dummy/binary variables, variables reflecting categorical/nominal
data, or variables with only a few possible values. Consider combining variables to create more variation in values and
their spatial distribution.

We will need to modify our model. Looking back at the OLS output, there are no large VIF values and it
will be hard to spot a lack of variation given the large number of polygons. You could try removing or
adding variables one by one until you find an appropriate model. Since we know that MA90 is not
significant, let’s try deleting that one first.

“, Geographically Weighted Regression

Irput festures

1. Run Geographically Weighted Regression Fsowt ze 3B
by clicking on the icon under Spatial o
Statistics Tools>Modeling Spatial

Exclanatory veriabie(s)

Relationships %‘; :
2. Use the following parameters: o *
a. Input feature class: south *
b. Dependent variable: HR90 e e
c. Explanatory variables: RD90, et
PS90, UE90, DV90 o rens E
d. Output feature class: your Ol ol

Number of neighbors (opbonsl)

desktop folder . ‘
e. Kernel type: ADAPTIVE s ot .
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3.

f. Bandwidth method: AlCc (you will let the tool find the optimal number of neighbors)

Press OK

The model now runs and you can examine the output by dragging the sides of the results window to

expand it.
Neighbors : 145
ResidualSquares : 37466.172664414189 . . .
EffectiveNumber . 157.71366616934299 Q: How many neighbors were used in the calculations
Sigma : 5.4653920398246738 of the regression equations?
AICc : 8896.719563447683 . . .
K5 B .deibdeaescaseansy A: GWR used 145'? neighbors to calibrate each local
R2Adjusted : 0.39710986875709298 regression equation.

Q: How does this model compare to the OLS model?

A: R2Adjusted is higher for GWR than for the OLS model (OLS was .31 and GWR is almost .4). The AICc
value is lower for the GWR model. A decrease of more than even 3 points indicates a real improvement
in model performance. (OLS was 9008; GWR is 8897)

Q: How does this model compare to the spatial lag model and spatial error model?
A: The AICc of the GWR is lower than either of those models, indicating this model is our best fit.

Close the progress window.
Like OLS, the output for GWR is a map of the residuals. Run the Spatial Autocorrelation tool on
the Standardized Residuals, using the parameters specified below. Make sure to check off

“generate report”. The input & spatisl Autocomelation (Morans1)

should be the results from Input Feature Class =i
. [qwrd = &

your geographically e

StdResid -

weighted regression.

V| Generate Report {optional)

Conceptualization of Spatial Relationships

. INVERSE_DISTANCE -

Open the Results Window s e
(Geoprocessing > Results) e .
ROW -

and expand Current Session
and Spatial Autocorrelation.

Distance Band or Threshold Distance (optional)

Weights Matrix File {optional)

Double click on the “Report
File...”

Our residuals are clustered at the .10 level which may or may not be significant, depending on
the p-value you decided on. Given that only 40% of variation in the dependent variable is due to
the 4 predictors (based on RSquared), you may want to try adding more variables in future
models. However, since there is not extreme clustering we will proceed with this model.

Open the attribute table for the GWR results feature class. Several fields begin with “C.” These
are the coefficient values for each explanatory variable for each polygon. We’ll map these to
show how the relationship between each explanatory variable and the dependent variable
changes across the study area.

Close the Attribute table.

Right click on the GWR results layer and select Properties and the click on the Symbology tab.
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10.

11.

12.

13.

14.

15.

Move the swipe tool to the bottom of the screen and scroll up. This will allow
you to see the layer underneath and you swipe up, which makes comparison
easier. Move the layers up or down in the table of contents to compare different

layers.

Notice that certain variables may be strong predictors in areas where other

Select Quantities > Graduated Colors.
Select C1_RD90 as the Value.

Click Classify and select Standard
Deviation class breaks. Click OK.

If necessary, flip the color ramp so
that it is red when the coefficients
are large and blue when they are
small. Do this by right clicking on the
color ramp under “Symbol” and
clicking Flip Symbols.

Click Ok.

Right click on the GWR layer and click
“copy.” Right click on Layers at the
top of the table of contents and click
“Paste Layer(s)” 3 times so that you
have 4 GWR layers in total.

[ Layer Properties =]
‘ General I Source | Selection | Display‘ Symbology lFields ] Definition Query [ Labels | Joins & Relates‘ Time I HTML Popup
| Show:
Feat |Draw ies using color to show values.
Categories Fields Classfication
Quantities Value: C1_RDS0 v Natural Breaks {Jenks)
Graduated colors
Graduated symbols Nomalization: none - Classes: 6 Classify...
Proportional symbols
Dot density Color Ramp:  [HIE -
Charts
Multiple Attributes Symbol  Range Label
I 0.045145 - 1.825460 -0.045145 - 1.825460
1.825461 - 2.874105 1.825461-2.874105
2.874106 - 3.852455 2.874106 - 3.852455
3.852456 - 4.849217 3.852456 - 4.845217
] 114.849218 - 6.216574 4.849218 - 6.216574
| I G 216575 - 8.074302 6.216575 - 8.074302
. 7] Show class ranges using feature values Advanced ~
[ ok [ Concel [ ooy |

Right click on “Properties” for 3 of the layers and select a different coefficient for the Value field
for each of them, so that you have 4 layers, each displaying a different

coefficient.

To explore the 4 map, right click anywhere in the top tool bar and select

the “Effects” toolbar. Click on the swipe tool.

T

f;9' gWr4

— <=

variables are not strong.
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=] gwrd
C2_PS90
I -2.010366 - -0.227216
[ -0.227215 - 0.737761
[10.737762 - 1.652023
[11.652024 - 2.692859
[ 2.692860 - 3.792598
Il 3.792599 - 5.258189
= gwrd
C1_RD90
I -0.045145 - 1.825460
[ 1.825461 - 2.874105
[[12.874106 - 3.852455
[[13.852456 - 4.849217
[ 4.849218 - 6.216574
I 6.216575 - 8.074302
= gwrd
C3_UE90
Bl -1.437234 - -0.753453
[ -0.753452 - -0.397087
[1-0.397086 - -0.102356
[1-0.102355 - 0.195280
[ 0.195281 - 0.543017
I 0.543018 - 1.140481
= @ Eid
C4_DV90
I -0.803133 - -0.162217
[ -0.162216 - 0.210180
[10.210181 - 0.554706
[[10.554707 - 0.897029
[ 0.897030 - 1.470735
W 1.470736 - 2.301611
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